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Remarks of Prof. J. Etchemendy, Stanford University 
Provost, at the LCLS Groundbreaking, Oct. 20, 2006. 

Quoting from Tom Hankins and 
Robert Silverstein in Instruments 
and the Imagination 
 
“Instruments have a life of their 
own. They do not merely follow 
theory; often they determine 
theory, because instruments 
determine what is possible, and 
what is possible determines to a 
large extent what can be thought. 
 
The telescope, the microscope; 
the chronograph, the photograph:  
all gave rise to a blossoming of 
theoretical understanding not 
possible before their invention.” 
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High	  resolu,on	  x-‐ray	  sca3ering	  
!   Components	  of	  an	  experiment:	  
	  (1)	  Incident	  beam	  

	  	  	  	  	  (2)	  Sample	  environment	  
	  	  	  	  	  (3)	  Detector	  system/Data	  AcquisiDon	  System	  
!   A	  look	  back	  at	  neutrons	  
!   High	  Q	  resolu'on	  scaCering	  with	  x-‐rays:	  8	  keV	  and	  100+	  keV	  
!   Powder	  diffrac'on	  
!   To	  see	  small	  signals:	  REDUCE	  THE	  BACKGROUND	  
!   Nuclear	  resonant	  scaCering	  	  	  
!   XFELS	  
!   A	  spontaneous	  precursor:	  SPPS	  
!   Mul'-‐photon	  effects	  in	  clusters	  
!   Nano-‐crystallography	  
!   X-‐ray	  laser	  mixing	  
!   The	  future	  



A	  look	  back	  at	  neutron	  scaCering	  
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B.	  N.	  Brockhouse,	  “Energy	  Distribu'on	  of	  
Neutrons	  ScaCered	  by	  Paramagne'c	  
Substances”,	  Phys.	  Rev.,	  99,	  601	  (1955)	  

LETTERS TO THE ED I TOR

R and XII caused by Ructuations in carrier density, e,
it may be shown that on the basis of a simple, single-
carrier model:

(AVr') = Vr'((An' )/n') and
(aVrr') = Vrr'((an')/n') (2)

where Vg is the dc potential drop between the probes
and U~ is the usual Hall voltage. It is convenient to
treat the data in this manner, since all potentials are
directly measurable and the results are independent of
sample dimensions and calibration of the magnetic
field. The quantities V~ and UII were determined for
the sample by standard techniques.
Carrier fluctuations calculated from Eqs. (2) are

shown in Fig. 2. The agreement between the results is
within the experimental errors of the present data. In
particular, the carrier density fluctuations as directly
measured by the Hall effect have the 1/f spectrum and
the proper order of magnitude to account for excess
noise. We believe that these results constitute the first
proof that excess noise is a result of carrier density
fluctuation.
' H. C. Montgomery, Bell System Tech. J. Bl, 950 (1952).

The 8 function in this expression represents the mo-
mentum conservation between neutron, phonon and
crystal. In addition, the neutron-phonon system must
conserve energy so that'

L~ = =F~—Acof = —L)J.
2m 2m

(2)
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When these energy and momentum conditions are
simultaneously satisfied, neutrons are scattered with an
intensity given by (1).
Since q is restricted to the zone around each re-

ciprocal lattice point ~, this latter can be unambiguously

Scattering of Neutrons by Phonons in an
Aluminum Single Crystal
B. N. BRocKHoUsK AND A. T. STzw'ART

Physics Division, Atomic &rzergy of Ca&zada, Limited,
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(Received August 29, 1955l
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' 'T has long been realizecV that the normal vibrational
- modes of a crystal could be determined from meas-

urements of the energy distribution of coherently
scattered neutrons. The basic theory of inelastic co-
herent scattering is largely due to Weinstock. ' The
neutron gains or loses energy corresponding to the
annihilation or production of one or more phonons in
the crystal. The zero-phonon process represents Bragg
scattering. If this process is avoided by selecting the
angular setting of the crystal, the one-phonon process
can be dominant. The partial differential cross section
for production of one phonon of the fth normal mode in
a monoatomic crystal is'

n.sko;.t, f(k—k') .nial' k'6)f—
2MBÃ cur (1—xr) k

Xexp(—2'') 6(k—k'—2~~+q), (1)
where k and k' are the initial and final neutron propaga-
tion vectors, or~ is the phonon angular frequency, e~ is
the phonon unit polarization vector, c is a vector of the
reciprocal lattice, q is the phonon wave vector, xf
=exp(—Ates/ksT), S is the number of atoms in the
crystal, 8 is the volume per atom, and M is the mass of
the atom, and exp(—2Wr') is the Debye-Wailer factor.
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FIG. 1. Typical energy distributions of neutrons inelastically
scattered by an aluminum single crystal and approximate resolu-
tion functions. The incident neutron energy 8 is indicated by the
arrows.

assigned. Then the two conservation equations are
sufficient to determine the angular frequency co in terms
of the phonon wave vector q. For a monoatomic lattice
ce(q) is expected to separate into three branches corre-
sponding in the low-frequency limit to the longitudinal
and two transverse polarizations of sound waves. In
principle the directions of the polarization vectors, 0.,
can be obtained by repeated observation of the same
point in a zone of reciprocal space using diferent initial
and final neutron momenta, and comparison of the
intensities of the observed neutron groups with Eq. (1).

B.	  N.	  Brockhouse	  and	  A.	  T.	  Stewart,	  “ScaCering	  
of	  Neutrons	  by	  Phonons	  in	  an	  Aluminum	  Single	  
Crystal”,	  Phys.	  Rev.,	  100,	  756	  (1955)	  
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In the interpretation of the measurements, values for
the atomic scattering factor were taken from the
calculations of James and Brindleys' with a Honl
factor of +0.18, as checked by the measurements of
Brindley" and Brindley and Ridley. "The Debye tem-
perature factor was based on an x-ray 0'z of 402'K,
checked by measurements on a low-temperature spec-
trometer; this value is 2% lower than that derived
from the results of James, Brindley, and Wood."Values
for the elastic constants were taken as the mean of the
values reported by Sutton, ' Lazarus, " and Long and
Smith. "
The measured intensities along the [100$ axis in

reciprocal space are compared in Fig. 1 with the corre-
sponding data obtained by Olmer. ' The peaks found by
Olmer at the (300) and (500) positions are not found in
the present measurements. It is believed that these
peaks were caused by Bragg reflection of a X/2 com-
ponent in the primary beam and are not to be associated
with the diffuse scattering. "
The erst-order scattering along this axis was analyzed

with Eq. (3) to give the experimental values for the
dispersion of the [100) longitudinal waves plotted in
Fig. 2. These values taken together with the measure-
ments along the line from the (400) to the (420) re-
ciprocal lattice points gave the values for the dispersion
of the [100j transverse waves also plotted in Fig. 2.
Similarly, measurements along lines from (222) to
'4 R. W. James and G. W. Brindley, Phil. Mag. 12, 81 (1931).
~5 G. W. Srindley, Phil. Nag. 21, 778 (1936).
26 G. W. Brindley and P. Ridley, Proc. Phys. Soc. (London)

50, 96 (1938).
~7 James, Brindley, and Wood, Proc. Roy. Soc. (London)

A12S, 401 (1925).' P. M. Sutton, Phys. Rev. 91, 816 (1953).
~' D. Lazarus, Phys. Rev. 76, 545 (1949).~ T. R. Long and C. S. Smith, Once of Naval Research Tech-

nical Report, July, 1953 (unpublished).
"Professor Olmer, in a personal communication, has agreed

that this is the probable explanation of these peaks, for such a
X/2 component could have arisen from the faulty voltage regula-
tion prevalent in Paris during the war.

2

FIG. 1. Measured intensities along the $100j axis. The dotted
curve joining the solid circles gives the results of Olmer, and the
solid curve joining the open circles gives the present results. The
abscissa is measured in units of the reciprocal cell edge,

~
b ~.

(333) and from (222) to (311) gave the values for the
dispersion, respectively, of [111) longitudinal and
transverse waves plotted in Fig. 3. Values for the dis-
persion of the [110$waves plotted in Fig. 4 were ob-
tained from measurements along the lines from (220) to
(29/8, 29/8, 0) (longitudinal), from (400) to (19/4,
19/4, 0) (transverse No 1., e~~[001j), and from (13/4,
11/4, 0) to (19/4, 5/4, 0) (transverse No. 2, e[][110]).
An internal check on the validity of these data was

made by comparing the limiting long-wavelength ve-
locities extrapolated from these measurements with the
velocities calculated from the elastic constants. Agree-
ment within several percent was obtained for all except
the [111]longitudinal waves, which gave an extrapo-
lated velocity that was low by 7%. In view of the
length of the extrapolation involved, this agreement is
quite satisfactory.
These measured dispersion curves must be compared

with the results of the x-ray investigations of Olmer'
and Robert" and the neutron investigation of Brock-
house and Stewart. "After elimination of the eGects of
the false peaks, the values of v vs g found by Olmer for
the [100j longitudinal waves are somewhat greater than
the present results, but the difference is within the
combined errors of the original intensity measurements.
Olmer's values for the [100j transverse waves are gen-
erally smaller than the present results, the greatest
difference being about 15%.This difference is found to
be due primarily to the different calculations of the
second-order scattering correction, which have been

I.o,— (Ioo)
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FIG. 2. Dispersion curves for elastic waves propagating along

the I 100j axis in aluminum. The measured data for the longi-
tudinal and transverse waves are shown, respectively, by the sohd
and open circles. The smooth curves represent the htted solutions
of the secular equation.

32 H. Robert, Bull. soc. frang. mineral 78, 535 (1955).~ 3. N. Brockhouse and A. T. Stewart, Phys. Rev. 100, 756
(1955).

C.	  B.Walker	  “X-‐Ray	  Study	  of	  
Labce	  Vibra'ons	  in	  Aluminum”,	  
Phys.	  Rev.,	  103,	  547	  (1956)	  

Olmer	  

Walker	  

Acta Uryst. (1948). 1, 57 
57 

Dispersion des Vitesses des Ondes Acoustiques dans l'Aluminium 

PAR P m  OLMER 
Laboratoire de Mindralogie ~ la Sorbonne, Paris V, France 

(Repu le 27 octobre 1947) 

Intensi ty measurements of X-ray diffuse scattering by single crystals of aluminium at ordinary 
temperatures give information on the mode of propagation of transverse and longitudinal elastic 
waves in the crystal. 

Using monochromatic radiation each intensity (measured by an ionization chamber) can be 
expressed in terms of an average total scattering power (including Compton scattering) which has to 
be corrected (a) by a divergence factor corresponding to the resolving power of the spectrometer; 
(b) for the Compton effect associated with an atom-forming part  of a crystal; (c) for second and 
third order scattering due to simultaneous scattering on two or three acoustic waves; and (d) for 
the true quantized energy distribution among the acoustic waves. 

From these results the phase velocities of longitudinal and transverse elastic waves in aluminium 
are obtained as functions of the elastic wave vector S = 1/A. For very small values of S (long 
acoustic waves) the velocities found correspond to those quoted in the literature for static measure- 
ments. Otherwise a remarkable curve of dispersion, v = f  (S), is established for the elastic waves, 
which for transverse waves makes f (S) very nearly a sine function such as would be expected if 
only the twelve nearest neighbours about each atom interacted with it. For longitudinal waves 
this is definitely Sot the case. 

Appareillage et mesures 
Les mesures sont effectudes avec le rayonnement  quasi- 
monoehromat ique  du doublet  Mo K~ (Kccx = 0,7093 A., 
Koc~=0,7135A.) obtenu par un  tube a ant icathode de 
molybdbne et un  monochromateur  M a lame de quartz 
courbde de 1,180 m. de rayon (Fig. 1). L 'apparei l lage 
est tout  a fai t  analogue/~ celui utilisd par Laval  (1939) 

v 
Fig. 1. Sch6ma g6n6ral de l'appareillago: A, anticathode; 

M, monochromateur; f~, f~, f3, f4, fentes; PC, porto-eristal; 
0, axe du speetrom6tre; Ch, chambre d'ionisation; V, V', 
verniers de lecture. 

et comprend un  porte-cristal, une chambre  d ' ionisat ion 
et un  dlectrom~tre de Lindemann.  Diffdrentes fentes et 
d iaphragmes l imi tent  les faisceaux incidents et diffusds, 
et rdduisent au m a x i m u m  l 'entrde dans la chambre  des 
faisceaux parasites dus ~ la diffusion par l 'air. 

Les mesures se font par  une mdthode de zdro et 
permet ten t  d 'obtenir  le rapport  de l 'dnergie diffusde 
dans une direction ddterminde et dans un  angle solide 
choisi, i~ l 'dnergie du faisceau incident.  Ce rappor t  qui 
peut  deseendre jusqu 'a  des valeurs de 10 -5 est mesurd 
avee la mSme prdcision que le rapport  de deux capacitds. 
Cependant,  lors des mesures du faisceau diffusd, des 
causes parasites in terv iennent  dont  les deux prineipales 

sont l ' ionisation causde par  le rayonnement  cosmique 
et la ddrive des accumulateurs.  I1 en est dvidemment  
tenu compte dans l 'dvaluat ion du flux diffusd, mais ceci 
a pour effet de rdduire la prdcision des mesures qui ne 
ddpassent gu~re en ddfinitive 4 ~ 6 % suivant  les cas. 

T o u s l e s  ddtails techniques relatifs ~ cette dtude 
para i t ront  prochainement  dans un mdmoire plus dd- 
tailld (Olmer, sous presse). 

Monocris taux 
Les monocris taux d ' a lumin ium ont dtd prdpards par la 
mdthode de Lacombe et Beaujard  (sous presse) ~ part i r  
d ' a lumin ium extra pur  ~ 99,998 %.  L 'dprouvet te  est 
taillde en cylindre ayan t  1 cm. de hauteur  et 1 cm. de 
diam~tre. Elle subit  alors les t ra i tements  suivants:  

(a) Recui t  d 'homogdndisation d 'un  quar t  d 'heure 
550 ° C. 

(b) Ecrouissage critique, consistant en une com- 
pression de 1,8 a 1,9 % selon son axe. 

(c) Recuit  tr~s lent  de 430 ~ 530 ° C. en 6 jours. 
La proportion de monocris taux ainsi formds ddpasse 

80 %. Ceux-ei sont exempts  de tensions, comme on 
peut  s 'en assurer par  la finesse des taches qu'ils donnent  
aux elichds de Laue, ou aux diagrammes de cristal 
tournant .  Ce f a r  est impor tan t  quand on sait que toute 
irrdgularitd du rdseau majore considdrablement la pro- 
port ion de rayons diffusds. 

Leur orientation est ddterminde avec soin par des 
d iagrammes a la chambre  de Weissenberg. 

Une  lois le cristal formd, sa surface est ddbarassde de 
la ldg~re couche d ' a lumine  qui le recouvre par  un 
polissage dlectrolytique de quelques minutes  (Jacquet,  
1937). Les monocris taux ainsi polis gardent  leur 
br i l lant  spdculaire pendant  plusieurs amides. 

P.	  Olmer,	  “Dispersion	  	  des	  Vitesses	  	  
des	  Ondes	  	  Acous'ques	  	  dans	  
l'Aluminium”,	  Acta	  Cryst.,	  1,47	  

(1948)	  
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des excitations m6caniques, redonne une valeur de 
Vz en excellent accord avec la valeur 6 ,30x 105 
cm.sec. -1 donn6e dans la l i t t6rature (Goens, 1933). 

I1 ne saurait  6tre nature l lement  question de chercher 
ici une d4cimale suppl6mentaire.  

On remarque d 'aut re  part  sur cette courbe de la 
Fig. 8 la d iminut ion de la vitesse avec S e t  son effondre- 
ment  rapide quand on arrive aux limites de la zone, soit 
pour S = 24,69 x 106 cm. -1. 

Pour cette valeur qui correspond g une longueur 
d 'onde acoustique ~gale g la maille de l ' a luminium,  soit 
4,04 A., la vitesse des ondes longitudinales n 'a  plus 
eomme valeur que 1,0x 105 em.sec. -x, soit moins de 
6 fois eelle qui correspond g u n  A infini. 

Cas des ondes transversales. Pour les vitesses des 
ondes transversales, les mesures n 'ont  6t6 effectu6es que 
pour des positions du p61e de diffusion X situ6es dans le 
plan 001 du r6seau polaire sur l 'axe 010 passant  par le 
nceud 004, c'est-g-dire (Fig. 7b) suivant  la droite 
004-024 ou 004-024. 

Dans ce cas en effet, pour une position donn6e du 
-> 

p61e X et un vecteur d 'onde acoustique M X ,  la vibra- 
t ion longitudinale az ne donne pra t iquement  lieu g 

-+ 
aucune diffusion, l 'angle qu'elle fait  avec I X  dtant  
voisin de !rr; de m~me la vibrat ion transversale a', 
perpendiculaire au plan de la figure. 

Seule contribuera h la diffusion la vibrat ion trans- 
versale a~, et, par une formule analogue g (2) dans 
laquelle v~ est ici remplac6e par ~,, .on obtiendra l 'ex- 
pression de la vitesse transversale. 

Les points marqu6s sur la courbe de la Fig. 9 repr~.- 
sentent  les moyennes de deux mesures effectu6es dans 
des positions sym6triques par rapport  au noeud 004, 
chacune des mesures 6tant  6videmment  corrigde pour 
son propre compte des diff6rents facteurs que nous 
avons indiqu6s. 

0 S 10 15 20 25 

S . 10 "~' cm. -1 

g 
~ 2  
5 

Fig. 9. Dispersion des vitessos dos ondes t ransversales  
dans l 'a luminium. 

La fr6quence des ondes transversales 6tant  moins 
grande que celle des ondes longitudinales, le pouvoir 
diffusant qui en r4sulte est plus important .  C'est dire 
qu'ici, l ' influence des termes eorrectifs comme ceux de 
l'effet Compton se fera moins sentir, et les r4sultats 
seront moins dispers6s. 

La courbe de la Fig. 9 extrapol~e pour la valeur 
S = 0  redonne, ici encore, une valeur pour la vitesse 
des ondes transversales Vt en tr&s bon accord avee 
les rdsultats donn4s par la lit t4rature, V=3 ,25  x 105 
cm.sec. -1, et obtenus g part ir  de mesures m4caniques. 

Dans les deux cas, ondes longitudinales et ondes 
transversales, on retombe done pour les ondes de tr~s 
grandes longueur d 'onde sur les constantes dlast.iques 
c n et c44 classiques, chacune 4rant obtenue par la 
relation 

c n = p V ~ = 1 0 , 7 x  10 n,  Q 4 = p V ~ = 2 , 8 4 x  l0 n, 

p 4tant  la densit6 de l ' a luminium,  2,69 g.cm. -a. 
I1 est plus int~ressant de consid4rer les courbes 

v = f (S )  pour ces deux types de vibrations. Ces courbes 
sont repr4sentdes sur la Fig. 10, la l imite de la zone 
6rant indiqude par la droite L d'abcisse 24,69 x l06 
c m . - 1 .  

100 

T 
o SO 

h 

I L 
L im i te  de 
la zone 

5, 
5 10 15 25 

S. 10 -6 cm -~ 

Fig. 10. Dispersion des fr6quences aeous t iques  dans l 'alumi- 
n ium:  courbe  I, cas des ondes longitudinalos;  courbe  I I ,  
cas des ondos transversales.  

Pour un vecteur d 'onde S donnd, eorrespondant g u n  
point N sur la courbe, la vitesse de phase de l 'onde est 
donnde par la pente de la droite ON, alors que la vitesse 
de groupe correspond g la pente de la tangente  g la 
courbe au point N. 

I1 est 6vident qu 'au passage d 'une zone g la suivante,  
c'est-g-dire pour la valeur de S limite, SL,  la vitesse de 
groupe doit s 'annuler.  Cette courbe v = f ( S )  est p4riodi- 
queen  S, nous n 'en avons donc repr4sent6 qu 'une demi- 
p4riode, de S = 0 g S = S n. 

La courbe relative aux ondes transversales (courbe 
II,  Fig. 10) s'accorde r emarquab lement  bien avec une 
loi de dispersion sinusoidale, de la forme: 

vt=48,1 x 1011 sin !rrS,/Si. , 

dans laquelle S L repr~sente le vecteur d 'onde limite 
soit 24,69 x 106 cm. -1. 

On peut en conclure que, dans la propagation des 
ondes transversales dans l ' a luminium,  tout sc passe 
comme si les seules forces agissant effeetivement sur 
un atome provenaient  uniquement  des douze voisins 
immddiats  (Brillouin, 1938, p. 315). 
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In the interpretation of the measurements, values for
the atomic scattering factor were taken from the
calculations of James and Brindleys' with a Honl
factor of +0.18, as checked by the measurements of
Brindley" and Brindley and Ridley. "The Debye tem-
perature factor was based on an x-ray 0'z of 402'K,
checked by measurements on a low-temperature spec-
trometer; this value is 2% lower than that derived
from the results of James, Brindley, and Wood."Values
for the elastic constants were taken as the mean of the
values reported by Sutton, ' Lazarus, " and Long and
Smith. "
The measured intensities along the [100$ axis in

reciprocal space are compared in Fig. 1 with the corre-
sponding data obtained by Olmer. ' The peaks found by
Olmer at the (300) and (500) positions are not found in
the present measurements. It is believed that these
peaks were caused by Bragg reflection of a X/2 com-
ponent in the primary beam and are not to be associated
with the diffuse scattering. "
The erst-order scattering along this axis was analyzed

with Eq. (3) to give the experimental values for the
dispersion of the [100) longitudinal waves plotted in
Fig. 2. These values taken together with the measure-
ments along the line from the (400) to the (420) re-
ciprocal lattice points gave the values for the dispersion
of the [100j transverse waves also plotted in Fig. 2.
Similarly, measurements along lines from (222) to
'4 R. W. James and G. W. Brindley, Phil. Mag. 12, 81 (1931).
~5 G. W. Srindley, Phil. Nag. 21, 778 (1936).
26 G. W. Brindley and P. Ridley, Proc. Phys. Soc. (London)

50, 96 (1938).
~7 James, Brindley, and Wood, Proc. Roy. Soc. (London)

A12S, 401 (1925).' P. M. Sutton, Phys. Rev. 91, 816 (1953).
~' D. Lazarus, Phys. Rev. 76, 545 (1949).~ T. R. Long and C. S. Smith, Once of Naval Research Tech-

nical Report, July, 1953 (unpublished).
"Professor Olmer, in a personal communication, has agreed

that this is the probable explanation of these peaks, for such a
X/2 component could have arisen from the faulty voltage regula-
tion prevalent in Paris during the war.
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FIG. 1. Measured intensities along the $100j axis. The dotted
curve joining the solid circles gives the results of Olmer, and the
solid curve joining the open circles gives the present results. The
abscissa is measured in units of the reciprocal cell edge,

~
b ~.

(333) and from (222) to (311) gave the values for the
dispersion, respectively, of [111) longitudinal and
transverse waves plotted in Fig. 3. Values for the dis-
persion of the [110$waves plotted in Fig. 4 were ob-
tained from measurements along the lines from (220) to
(29/8, 29/8, 0) (longitudinal), from (400) to (19/4,
19/4, 0) (transverse No 1., e~~[001j), and from (13/4,
11/4, 0) to (19/4, 5/4, 0) (transverse No. 2, e[][110]).
An internal check on the validity of these data was

made by comparing the limiting long-wavelength ve-
locities extrapolated from these measurements with the
velocities calculated from the elastic constants. Agree-
ment within several percent was obtained for all except
the [111]longitudinal waves, which gave an extrapo-
lated velocity that was low by 7%. In view of the
length of the extrapolation involved, this agreement is
quite satisfactory.
These measured dispersion curves must be compared

with the results of the x-ray investigations of Olmer'
and Robert" and the neutron investigation of Brock-
house and Stewart. "After elimination of the eGects of
the false peaks, the values of v vs g found by Olmer for
the [100j longitudinal waves are somewhat greater than
the present results, but the difference is within the
combined errors of the original intensity measurements.
Olmer's values for the [100j transverse waves are gen-
erally smaller than the present results, the greatest
difference being about 15%.This difference is found to
be due primarily to the different calculations of the
second-order scattering correction, which have been
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FIG. 2. Dispersion curves for elastic waves propagating along

the I 100j axis in aluminum. The measured data for the longi-
tudinal and transverse waves are shown, respectively, by the sohd
and open circles. The smooth curves represent the htted solutions
of the secular equation.

32 H. Robert, Bull. soc. frang. mineral 78, 535 (1955).~ 3. N. Brockhouse and A. T. Stewart, Phys. Rev. 100, 756
(1955).

P.	  Olmer,	  “Dispersion	  	  des	  Vitesses	  	  
des	  Ondes	  	  Acous'ques	  	  dans	  
l'Aluminium”,	  Acta	  Cryst.,	  1,47	  (1948)	  

C.	  B.	  Walker	  “X-‐Ray	  Study	  of	  
Labce	  Vibra'ons	  in	  Aluminum”,	  
Phys.	  Rev.,	  103,	  547	  (1956)	  
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Monoenergetic neutrons provided by a crystal spec-
trometer (wavelength 1.14s A, energy 0.062s ev) were
scattered at an angle of 95.1' by an aluminum single
crystal oriented so that its (1,1,1) axis was in the plane
of the spectrometer and its (0,1,1) axis vertical. The
energy distribution of the scattered neutrons was ob-
tained by examination with another crystal spec-
trometer. ' The angle and wavelength used satisfy the
Bragg condition for the (3,3,3) reflection when the
crystal is oriented with its (1,1,1) direction bisecting
the angle of scattering. Measurements were made with
the crystal rotated about the vertical (0,1,1) direction
by an angle b from the (3,3,3) Bragg scattering position,
keeping the angle of scattering constant. Energy dis-
tributions have been obtained for eleven angular
settings of the crystal, all at room temperature, of which
a selection is shown in Fig. 1. Neutron groups are seen
which represent both energy losses and gains, corre-
sponding to one-phonon production and annihilation.
The estimated resolution function is shown for two
energies.
Figure 2 shows the (0,1,1) plane of the reciprocal

lattice of aluminum, each reciprocal lattice point sur-
rounded by its zone. The heavy lines in the 6gure are
used to illustrate the experiment. The initial neutron
propagation vector k is defined in magnitude and direc-
tion by the incident energy and the orientation of the
specimen crystal. The direction of the outgoing neutron
of propagation vector k' is then determined by the angle
of scattering, fixed in these experiments at 95.1'. The

FIG. 2. Reciprocal lattice diagram of aluminum showing posi-
tions of scattered neutron groups, and approximate resolution
function in reciprocal space. The position of 2c, 4d, and existence
of 4b, 5b, Sc, and 9c is somewhat doubtful. One group (2b) is be-
lieved to be spurious and has not been entered.

magnitude of k' is found from the measured energy of
the neutron group. The phonon vector q is then deter-
mined by completing k—k' to the nearest reciprocal
lattice point. The angular frequency of the phonon is
obtained by Eq. (2), an auxiliary frequency scale being
given in Fig. 1. An estimate of the resolution in re-
ciprocal space is shown as the shaded area in Fig. 2.

Labels have been attached to reciprocal space points
corresponding to the neutron groups in Fig. 1.
In Fig. 3. the results have been plotted to show the

relation between the angular frequency and wave
vector of the observed phonons. This relation is a
sinusoidal function for a one-dimensional lattice and
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also for the transverse branches in the {1,1,1) directions
of a face-centered cubic lattice. ' The dashed curve is the
sine function which has a slope at low frequencies corre-
sponding to a velocity of sound of 3080 m/sec for
transverse modes. Of the observed phonons, those
which may be thought of as "transverse"~ and having
directions near the (1,1,1) axes are indicated by the
black circles. Other phonons seem to be of higher fre-
quencies. This is in accord with the results of Rosen-
stock' who showed that the (1,1,1) transverse waves
have the lowest limiting frequency and that waves with
other polarization or direction have limiting frequencies
ranging up to about twice this value.
The experiments will be continued using this method

as well as a complementary time-of-Right' technique.
%ewish to thank Mr. G. R. DeMille for his assistance

in analyzing the data and Dr. D. G. Hurst for helpful
discussions.
' J. M. Cassels, Progress irl, nuclear Physics (Academic Press,

Inc. , New York, 1950),p. 214;D.A. Kleinman, Phys. Rev. 86, 622
(1952). The problem has been discussed in some detail by G.
Placzek and L. Van Hove, Phys. Rev. 93, 1207 (1954).An experi-
ment of the type described below was attempted unsuccessfully
by one of us (B.N. B.) in 1952.' R. Weinstock, Phys. Rev. 65, 1 (1944).' See reference 2, Eq. (36).' See reference 2, Eq. (39).

5 B.N. Brockhouse, Phys. Rev. 99, 601 (1955).
G. L. Squires (private communication). This relation is valid

for a crystal model with 6rst and second nearest neighbor har-
monic forces.' In the low-frequency limit the polarization of the phonon can
be assigned as longitudinal or transverse if the angle between q
and k—k' is nearly 0' or 90' respectively.' H. B. Rosenstock, Phys. Rev. 97, 290 (1955).
9 Similar experiments using this technique are being performed

by B. Jacrot at Saclay I Compt. rend. 240, 745 (1955)] and by
Carter, Hughes, Palevsky, and Zimmerman at Brookhaven
LPhys. Rev. 99, 611(A) (1955)g.
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FIG. 3. Dispersion curves for elastic waves propagating along
the (111$ axis in aluminum. The measured data for the longi-
tudinal and transverse waves are shown respectively by the solid
and open circles. The smooth curves represent the 6tted solutions
of the secular equation.

discussed in a previous section. Robert has recently
reported on measurements of the dispersion of L111]
longitudinal elastic waves. His results are completely
different from the present values, showing for example
a maximum frequency in this direction of approxi-
mately 0.50&(10" cps as compared with the value of
0.94X10" cps found here. This disagreement can be
traced to differences in the original intensity measure-
ments, Robert's measurements being as much as 50%
greater than the intensities measured in this study. We
must conclude that there has been an error in the
original measurements of Robert, since the present
measurements were checked by separate measurements
made on a second crystal with faces cut parallel to
(111)planes, and there was agreement to within a few
percent. Furthermore, a second check is overed by the
measurements of Brockhouse and Stewart; their values
for the dispersion of a very-short-wavelength [111]
transverse wave and for a short-wavelength longi-
tudinal wave whose wave vector is near the L1117
axis agree within a few percent with the present results.
Solutions of the secular equation for waves propagat-

ing along the symmetry axes were then matched to
these experimental points so as to give the best over-all
fit and at the same time agree with the limiting v vs g
relations determined from the elastic constants. The
smooth curves of Figs. 2, 3, and 4 represent these
fitted solutions. The rather large scatter found in the
experimental points for the short-wavelength longi-
tudinal L111] and L110] waves clearly illustrates the
magnification of errors that can arise during the sub-
traction of the correction terms. The largest deviations
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PxG. 4. Dispersion curves for elastic waves propagating a,long
the (110] axis in aluminum. The measured data for the longi-
tudinal wave are shown by the solid circles, the data for the trans-
verse wave Tq whose eigenvector is parallel to the $001$ axis are
given by the open circles, and the data for the transverse wave
T& whose eigenvector is parallel to the $110j axis are given by the
solid triangles. The smooth curves represent the fitted solutions
of the secular equation.

in these cases could be due respectively to errors of
2-,% and 4% in the original intensity measurements.
The interatomic force constants obtained from these

fitted solutions of the secular equation are listed in
Table I under the heading A. The model of the inter-
atomic forces employed here has required only that
interactions beyond third neighbors be negligible. Also
included in the table are the force constants for three
more restricted models as evaluated from the x-ray
and elastic constant data. The physical restrictions
made for each model are listed in the caption.
An analysis of the errors has been carried out in

order to evaluate the accuracy of the values determined
for the nine force constants of the most general model.
The quantities actually obtained from the fitted dis-
persion curves are the values for nine linear independent
equations involving the various force constants. The
standard deviations for these values have been found
from a calculation based on the scatter of the experi-
mental data combined with an estimate of the errors
in the correction terms. The propagation of errors as
these simultaneous equations are solved for the force
constants then determines the accuracy with which any
one constant is known. The results of the calculations
are as follows: The relative error in the two primary-
first neighbor force constants, o.~ and y~, is approxi-
mately 15%. The relative error in the primary second
neighbor constant, tr&, is approximately 75%. The
relative error for the other six constants, all of small
magnitude, exceeds 100%.B.	  N.	  Brockhouse	  and	  A.	  T.	  Stewart,	  “ScaCering	  

of	  Neutrons	  by	  Phonons	  in	  an	  Aluminum	  Single	  
Crystal”,	  Phys.	  Rev.,	  100,	  756	  (1955)	  

C.	  B.	  Walker	  “X-‐Ray	  Study	  of	  
Labce	  Vibra'ons	  in	  Aluminum”,	  
Phys.	  Rev.,	  103,	  547	  (1956)	  
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8	  In the above equation, Tðq;fÞ accounts for sample at-
tenuation based on the total path length, and is easily
computed. A is an intensity normalization factor. The
terms containing B and C together represent a background
from higher order, defect, and Compton scattering of the
sample. For the analysis of the Si results, B was taken to
be a constant, and C was taken to be zero. D is an overall
constant background due to detector noise. The cos (2q)
factor in front of the formula stands for solid angle con-
version associated with planar projection on a flat detec-
tor. Equation (16) contains additional angular factors that
must be included in a full analysis. For the Si work, quan-
tities that were unknown or could not be precisely meas-
ured were set as fitting parameters, including the three Eu-
ler angles for the crystal orientation, the exact distance
from the sample to the detector plane, and parameters for
intensity normalization and the background functions.

The fit to the Si TDS images yields phonon dispersion
relations in excellent agreement with available neutron scat-
tering results, as seen in Fig. 2. The two images in Fig. 1
were obtained with an exposure time of 10 s each. Thus,
the data collection efficiency of the method is very high.

A consequence of the thermal population factor
coth (!hw/2kBT) in Eq. (34) is that phonon modes with lower

frequencies give rise to higher scattering intensities. This
effect is amplified by the 1/w dependence of the cross sec-
tion as indicated by the same equation. A simple procedure
to partially compensate for this bias in the least-squares
fitting is to work with a logarithmic scale for the scattering
intensity. The rich structures in Fig. 1 are a result of the
use of a logarithmic scale, which gives the TDS images
enhanced sensitivity to phonons at higher frequencies. As
an illustration, Figs. 1e and 1f show the same theoretical

Phonon studies by X-ray thermal diffuse scattering 1013

Fig. 1. Experimental TDS images for (a) Si(111) and (b) Si(100) as well as theoretical first-order TDS images for (c) Si(111) and (d) Si(100).
The theoretical images are calculated with a sixth-nearest-neighbor Born-von Karman force constant model. (e) and (f) show theoretical images
with the three optical phonon branches ignored.

Fig. 2. Phonon dispersion curves of Si. Circles are neutron scattering
data. Solid curves are results derived from best fits to the TDS patterns.

Ruqing	  XuI	  and	  Tai	  C.	  Chiang,	  “Determina'on	  of	  phonon	  dispersion	  rela'ons	  
by	  X-‐ray	  thermal	  diffuse	  scaCering”,	  Z.	  Kristallogr.	  220,	  1009	  (2005)	  	  
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B.	  N.	  Brockhouse,	  “Energy	  Distribu'on	  of	  
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Substances”,	  Phys.	  Rev.,	  99,	  601	  (1955)	  
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Fig. 1. A schematic illustration of the SSRL Beamline VII-2 instrumentation. 

malized with the use of an incident beam intensity 
monitor. In the absence of an effective collimating 
system, diffraction experiments continuously suffer from 
drifts in angle and in the energy provided by the mono- 
chromator. With such collimation, data reliability is 
considerably increased. 

The monochromator  for this beamline is a fixed-sep- 
aration, double-crystal device [4] operating in a helium 
atmosphere. The first crystal is 3.18 cm thick and 
water-cooled to prevent thermal distortion, whereas the 
second crystal is thinner (0.64 cm) and requires no 
cooling. This arrangement is found to gave adequate 
thermal stability in the high intensity (100 W) focussed 
wiggler beam. To date all diffraction experiments have 
been done with a fixed energy of approximately 7.1 
keV, but scanning is routinely done with identical 
monochromators in spectroscopy experiments. A range 
of Bragg angles from 30 ° down to 10 ° is appropriate for 
the use of the (111) reflection of silicon or germanium 
since it corresponds to the region from the Be window 
absorption cutoff of - 4  keV to 12 keV, somewhat 
above the mirror cutoff. 

The final component of beamline instrumentation 
shown schematically in fig. 1 is the X-ray spectrometer. 
This device is a Huber 5020 six-circle goniometer per- 
mitting access to the full three-dimensional reciprocal 
space of the sample using the 0, X, and q, circles. The 
scattering angle is defined by the 20 circle which carries 
a two-circle goniometer for angular and spectral analy- 
sis of the scattered beam. All of the motions are driven 
by s tepping-motor/gear  reducer systems capable of 
making angular steps of 5 x 10 4 degrees. The absolute 
angular setting accuracy of each of these circles is 
generally about 5 ! 10 3 degrees but the reproducibil- 
ity and relative setting accuracy for motions less than 
0.1 is considerably better than the minimum step size 

mentioned above. Care has been taken to insure that the 
operation of this spectrometer in the unconventional 
vertical-diffraction-plane attitude does not seriously 
compromise the precision of the instrument. We also 
note that X-ray counting, both in the monitor detector 
and in the scattered photon detector, is done with 
standard Nal  scintillation counters. 

3 .  I n t e n s i t y  c o n s i d e r a t i o n s  

Having described the beamline instrumentation, we 
now proceed to discuss the performance of the instru- 
ment, in terms of photon intensity and momentum 
resolution. The intensity of wiggler radiation produced 
in beamline VII-2 (per 100% bandwidth) at a typical 
diffraction energy of 7.1. keV is 2.3 ! 1016 p h o t o n s / s .  
mrad, assuming SPEAR operating at E e = 3.0 GeV and 
1 = 50 mA. To determine the flux incident on the sam- 
ple, it is necessary to take into account the effective 
energy bandwidth of the monochromator  and the hori- 
zontal angular acceptance of the mirror. For G e ( l l l )  
the bandwidth is A E / E  = 3.2 x 10 4, while for S i ( l l l )  
the corresponding number is 1.3 ! 10 4. The horizontal 
acceptance of the mirror can be varied up to 4.6 mrad 
using slits. Thus, under the most favorable conditions, 
the incident intensity is theoretically 3.3 x 1013 pho- 
tons/s .  In practice one must allow for the transmission 
of the Be windows and the short section of helium-filled 
line, as well as the reflectivity of both the mirror surface 
and the monochromating crystals. None of these repre- 
sent large corrections, so that the available flux is in 
excess of 1013 photons/s .  Ideally the size of the focussed 
beam would be equal to the source size, about 1 mm 
high ! 4 mm wide. However, mirror figure errors in 
combination with the intrinsic aberrations of the ideal 
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water-cooled to prevent thermal distortion, whereas the 
second crystal is thinner (0.64 cm) and requires no 
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thermal stability in the high intensity (100 W) focussed 
wiggler beam. To date all diffraction experiments have 
been done with a fixed energy of approximately 7.1 
keV, but scanning is routinely done with identical 
monochromators in spectroscopy experiments. A range 
of Bragg angles from 30 ° down to 10 ° is appropriate for 
the use of the (111) reflection of silicon or germanium 
since it corresponds to the region from the Be window 
absorption cutoff of - 4  keV to 12 keV, somewhat 
above the mirror cutoff. 

The final component of beamline instrumentation 
shown schematically in fig. 1 is the X-ray spectrometer. 
This device is a Huber 5020 six-circle goniometer per- 
mitting access to the full three-dimensional reciprocal 
space of the sample using the 0, X, and q, circles. The 
scattering angle is defined by the 20 circle which carries 
a two-circle goniometer for angular and spectral analy- 
sis of the scattered beam. All of the motions are driven 
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ity and relative setting accuracy for motions less than 
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operation of this spectrometer in the unconventional 
vertical-diffraction-plane attitude does not seriously 
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note that X-ray counting, both in the monitor detector 
and in the scattered photon detector, is done with 
standard Nal  scintillation counters. 
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Having described the beamline instrumentation, we 
now proceed to discuss the performance of the instru- 
ment, in terms of photon intensity and momentum 
resolution. The intensity of wiggler radiation produced 
in beamline VII-2 (per 100% bandwidth) at a typical 
diffraction energy of 7.1. keV is 2.3 ! 1016 p h o t o n s / s .  
mrad, assuming SPEAR operating at E e = 3.0 GeV and 
1 = 50 mA. To determine the flux incident on the sam- 
ple, it is necessary to take into account the effective 
energy bandwidth of the monochromator  and the hori- 
zontal angular acceptance of the mirror. For G e ( l l l )  
the bandwidth is A E / E  = 3.2 x 10 4, while for S i ( l l l )  
the corresponding number is 1.3 ! 10 4. The horizontal 
acceptance of the mirror can be varied up to 4.6 mrad 
using slits. Thus, under the most favorable conditions, 
the incident intensity is theoretically 3.3 x 1013 pho- 
tons/s .  In practice one must allow for the transmission 
of the Be windows and the short section of helium-filled 
line, as well as the reflectivity of both the mirror surface 
and the monochromating crystals. None of these repre- 
sent large corrections, so that the available flux is in 
excess of 1013 photons/s .  Ideally the size of the focussed 
beam would be equal to the source size, about 1 mm 
high ! 4 mm wide. However, mirror figure errors in 
combination with the intrinsic aberrations of the ideal 



J.B.	  Has'ngs,	  D.	  P.	  Siddons,	  L.	  E.	  Berman,	  and	  	  J.R.	  Schneider	  “Three-‐crystal	  
spectrometer	  for	  150-‐keV	  synchrotron	  radia'on”,	  Rev.	  Sci.	  lnstrum.	  60,	  2398	  (1989)	  	  

--TOTAL 
-----PHOTOEFFECT 
--COHERENT 
--- INCOHERENT 

I 

PHOTON ENERGY (keV) 

z o 
f= u w 
(f) 102 

o a:: 
u 10 1 

TOTAL 
PHOTOEFFECT 
COHERENT 
INCOHERENT 

FIG. 1. The various contributions to the absorption cross section are plotted 
vs photon energy for silicon (top) and iron (bottom). At high energies, 
incoherent scattering is the dominant contribution. Taken from Ref. 2. 
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Fig. 2. Measurements of the longitudinal resolution shown as a 
function of the collimation determined by slits S1 (fig. 1). 
Percentage figures are given for the relative losses in intensity 
suffered with improved collimation. 

acceptances in excess of about 2 mrad. Of course many 
experiments involve measurements of scattering profiles 
which have a considerably broader intrinsic width, and 
in these cases the asymmetry presents no problem. 
However, for careful measurements of sharp profiles, 
one must sacrifice at least a factor of 2 in intensity to 
achieve a symmetric instrumental resolution. 

The other components of the resolution have not 
been studied in as much detail, but a few remarks about 
them are appropriate. The resolution perpendicular to 
the momentum transfer in the scattering plane, the 
"transverse" resolution, is related to the longitudinal 
resolution roughly by a factor of tan 0, where 0 is half 
of the scattering angle. Thus at low scattering angles the 
transverse resolution is considerably narrower in re- 
ciprocal lattice units than the longitudinal resolution, 
whereas the reverse is true at high scattering angles. 
Finally, the out-of-plane resolution is not determined by 
the vertical divergence of the synchrotron beam, but 
rather by the horizontal divergence together with the 
horizontal acceptance of the analyzer system. In prac- 
tice this latter contribution usually dominates, typically 
having a value of a h = 20 mrad. The resulting resolution 
AQ is given by kiah = 7.0 X 10 2 ~ -  1. This component 
of the resolution is essentially independent of the 
scattering angle, unlike the in-plane resolution compo- 
nents. 

The scattering-angle, or momentum-transfer depen- 
dence of the resolution is an important aspect of the 
instrument's performance. We examine it in some detail 
for the longitudinal resolution as shown in fig. 3 for a 
few different beam collimations. Unlike data shown in 
fig. 2, these measurements were made with strongly 
scattering samples with broad intrinsic diffraction 
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Fig. 3. The momentum transfer dependence of the longitudinal 
resolution is shown for different collimations. 

widths. They are not, therefore, true measurements of 
the resolution, but only serve to illustrate the strong 
dependence of the resolution on the momentum-trans- 
fer. Comparison of the widths from the data of fig. 2 
with those given in fig. 3 for Q = 1.45 A ~ shows this 
effect. The main feature of the resolution shown in fig. 3 
is the deep minimum which occurs at Q = 2~/d ,  where 
d is the monochromator  d-spacing. For Si(111) 2 ~ / d  = 
2.0 ,~-J.  The minimum occurs at this point because 
each successive Bragg scattering event experienced by 
the beam, including that from the sample, occurs at the 
same absolute scattering angle but in the opposite sense. 
Thus the correlation between photon energy and direc- 
tion is preserved throughout the scattering process. In 
this so-called dispersionless configuration, the resolu- 
tion is a function of only the intrinsic widths of the 
monochromating crystals. As the scattering angle is 
changed, the finite vertical divergence of the incident 
beam begins to determine the resolution, eventually 
dominating the width with a contribution which in- 
creases linearly in Q. As the vertical divergence is 
reduced, the magnitude of this contribution is de- 
creased, as shown in the figure. It is interesting to note 
that the design of the beamline with mirror preceding 
the monochromator  is essential to achieving the nondis- 
persive minimum in the resolution. 
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Bragg angle if the wavelength is changed by A2 with 
respect to the value 2 (°~ for the reference setting, bi is 
the asymmetry parameter, with q~; being the angle 
between the net planes and the surface normal n of 
the crystal. In practice, the limits of the integration 
over ~ are determined by the first collimator and the 
limits of the integration over A2 are determined from 
the width of the electronic window in the counting 
chain of the solid-state detector. 

II.1. Perfect crystals 
For high-energy synchrotron radiation, the Bragg 

angles are small, absorption can be neglected in most 
cases and from dynamical theory the diffraction 
pattern of a thick plane-parallel perfect crystal in Laue 
scattering geometry with averaging over PendelliSsung 
oscillations is given by (Zachariasen, 1945) 
R~'= 1/2(1 + y2);  

y = {[(1 - b)/Z]ffo + b(On - O) sin 20B}/IbI~/zlK~ul 

~n  = -- (ro22/n V)FH; (2.3) 

COdy, = 21KqJnl/b sin 208. (2.4) 

0 is the angle of incidence, x is the polarization 
factor, which is very close to unity for the small Bragg 
angles involved in diffraction of high-energy synchro- 
tron radiation at low-order Bragg reflections. V 
represents the unit-cell volume and Fu is the structure 
factor including the thermal Debye-Waller factor. 
r o = 2.82 x 10 -5 ,~, is the classical electron radius. 
tOdy . is the FWHM of the diffraction pattern. 

The diffraction pattern is of Lorentzian shape and 
Fig. 3 shows examples calculated for Mo K~, as well 
as for 150 and 300 keV X-rays, which are available at 
modern synchrotron-radiation facilities. It is impor- 
tant to note that the FWHM of the diffraction pattern 
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Fig. 3. Lorentzian-shaped reflectivity curves calculated by means of 
dynamical theory for the 220 reflection of a thick plane-parallel 
silicon crystal for three different energies. The intensity in the 
wings of the rocking curve for 150 keV synchrotron radiation is 
two orders of magnitude weaker than for Mo Ks radiation at 
17.7 keV. 

decreases in proportion to the wavelength 2, whereas 
the Lorentzian tails decrease in proportion to 22, i.e., 
in angle space, the scattering power is highly localized 
at the Bragg peak. 

Fig. 4(a) shows the k-space intensity distribution 
calculated for silicon 111 assuming perfect crystals as 
monochromator, sample and analyzer with thick- 
nesses much larger than the extinction length 
tex t -----0.1 mm. It is confined in a very narrow band 
parallel to the reciprocal-lattice vector G ~ .  In Fig. 
4(b), the scale for the component qy perpendicular to 
G~lm is enlarged by a factor of 10 and the starlike 
shape of the TCD resolution function becomes visible. 
There are three streaks, the peaks of which correspond 
to settings of the TCD for which two of three 
diffraction patterns Ri in formula (2) have their peak 
values. For example, the so-called sample streak is 
obtained for a setting where monochromator and 
analyzer crystals show maximum reflectivity and the 
analyzer streak corresponds to a setting where sample 
and monochromator crystals have their maximum 
reflectivity. In Fig. 4(c), the monochromator, sample 
and analyzer streaks are indicated. 

All three streaks appear because the diffraction 
patterns of perfect single crystals are not 6 
functions, instead, in Laue geometry, their shape is 
Lorentzian. Qualitatively, the k-space distribution of 
the scattering power of the sample along the qy 
coordinate is obtained by multiplying the angle 
coordinate 092 in Fig. 2 by the magnitude of the 
reciprocal-lattice vector G. The k-space distribution 
of monochromator and analyzer streaks, inclined by 
the Bragg angle from the direction of G, is obtained 
by multiplying the angle coordinate 093 in Fig. 2 with 
the magnitude of the wave vector k (°), which, for 
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Fig. 4. (a) Intensity distribution of a TCD in the vicinity of the Si 

111 reciprocal-lattice point calculated for 80 keV synchrotron 
radiation diffracted from three perfect crystals in symmetric Laue 
geometry. The peak intensity is normalized to 1, the contour 
levels are 0.8, 0.5, 0.2, 0.1, 0.05, 0.03, 0.02 and 0.0125. (b) The 
scale qy perpendicular to G~t~ is stretched by a factor of ten. 
(c) Schematic representation of the directions of the mono- 
chromator  (M), sample (S) and analyzer (A) streaks. Mono- 
chromator  and analyzer streaks are inclined by 20a. 
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shows scans for the "pure" and most heavily
doped samples. These scans show no broaden-
ing of the soft phonons, within measurement sta-
tistics and spectrometer resolution, even for the
highest carrier concentration. Also, the varia-
tion of the soft-mode frequency as a function of
&—7', was nearly the same for all samples.
Since any energy width of the central peak is
much narrower than our instrumental resolution,
scans for E= 0 are in fact an integral in energy
over the central peak. Constant E= 0 scans
were performed and the intensity integrated over
Q in order to remove any effects from different
mosaic spreads in each sa,mple. The corrections
for variations in sample volume were taken care
of by comparing the integrated intensities of an
acoustic phonon along with check comparisons of
the incoherent scattering at fixed Q. The contri-
bution of the incoherent scattering from the Ti
atoms at Sr sites even for the most concentrated
sample is small compared to the incoherent scat-
tering from the Ti sublattice.
In Fig. 3 we plot the integrated central-peak

intensities versus the temperature difference
T —T, for the various samples studied. The
"pure" sample is an unreduced reference sample
cut from one of the some boules used in the hy-
drogen-reduction preparations. ' It is apparent
from these curves and the central peak in Fig. 2
that the intensity is enhanced by increases in the
carrier concentration n, and thereby with in-
creases innd, the concentration of Ti" defect
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FIG. 2. Typical constant-Q scans at the R point
(a) for a "pure" reference sample of SrTiQ& and (b) for
the hydrogen-reduced sample with highest carrier con-
centration.

centers.
In a sufficiently dilute system of randomly dis-

tributed defects, the intensity should be simply
proportional to the defect concentration. Compar-
ison of the curves in Fig. 3, however, shows that
intensity observed for the most heavily reduced
sample is only a few times higher than that of
the least reduced (at the same value of T —T,),
even though n, is up by over two orders of mag-
nitude. The limited data available from Phillips
et al."indicate that between two and four carri-
ers are produced for every Ti" center, in a con-
centration range roughly comparable to that of
the present study. Assuming for crude estimate
purposes that n, =3n&, then nd for our samples
would range from about 6 &&10" to about 1&& 10
Ti" centers per cubic centimeter. This is equiv-
alent to a range of average defect spacings of
about 52 to 30 unit cells, or about 22 to 120 A.
Since the correlation length at T, in pure SrTiQ3
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and that there was a slight increase in the intensity of 
the central component. The decrease in the width of 
the critical scattering on cycling through Tc reported by 
Nelmes e t  al .  [7] was not reproduced in our experiments. 
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The temperature dependence of the inverse corre- 
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temperatures above Tc at the position of the !511"/2 super-
structure reflection in addition to the broad component dis-
cussed above. As described in the Appendix the scattering
profile could be fitted with the sum of a single Lorentzian
and a Lorentzian-squared profile, i.e., two additional param-
eters, the inverse correlation length #s and the susceptibility
$s have to be taken into account. The peak position of the
two contributions turned out to be identical. A typical ex-
ample of a measured scattering profile is shown in Fig. 13.
The Lorentzian-squared part is much narrower than the
Lorentzian shaped contribution, which is the reason for call-
ing it the sharp component.
The depth dependence of the critical scattering profile as

measured at a temperature about one degree above Tc in the
surface near region of the residual block of sample I is
shown in Fig. 14. In the top 20 % m, region D, the additional
sharp component is clearly visible. In the inset, the same data
are plotted on a logarithmic scale over a wider angular range.

This is to stress the observation that the broad component is
independent of the location of the probed volume element in
the sample. The scattering differs only in the central region,
where the sharp component dominates. The temperature de-
pendence of the inverse correlation length for the broad com-
ponent measured in the surface near region was identical at
all investigated positions in sample I after the cut, i.e., the
occurrence of the sharp component as well as the increased
mosaicity and lattice parameter variations do not affect the
behavior of the broad component. The values &b and 'b for
the critical exponents of the broad component in the different
samples and for the various positions in the samples are sum-
marized in Table III. In Table III also the validity of the
scaling relation

'!!2"("&)2& !3"

is checked. For all measurements the ratio $b /$b for the
broad component is close to 2 and fulfills scaling relation !3"
very well because ( is very small.
Figure 15 shows a direct comparison of the critical scat-

tering measured at surface regions B, C, and D in the float-
zone grown sample I. Apparently, the width of the sharp
component in region B is much broader than the respective
width in region D. Furthermore, almost no signal of the
sharp component is visible in region C. The profiles for re-
gions C and D are identical except for the narrow region in
the center of the scan, where the sharp component occurs. At
this point it is interesting to note that in the case of the
float-zone crystal the sharp component measured with 100
keV synchrotron radiation at a superlattice reflection with
scattering vector parallel to the crystal surface is about one
order of magnitude narrower than the sharp component mea-
sured by Hirota et al.13 with 11.5 keV x rays at a reflection
with scattering vector perpendicular to the surface.

TABLE III. Critical exponents &b and 'b for the broad compo-
nent.

Broad component
Sample no. &b 'b 'b /&b

Original block
I, region A 1.02!4" 2.32!7" 2.27 !11"
Residual plate
I, region B 1.19 2.23!10" 1.87!11"
I, region C 1.19 2.83!10" 2.38!13"
Residual block
I, region D 1.19 2.53!3" 2.13!9"
I, region E 1.19!4" 2.89!4" 2.43!9"
II 0.9!1" 1.7!1" 1.9!2"
III 0.73!7" 1.49!15" 2.04!28"
IV 0.79!2" 1.58!7" 2.00!10"
V 1.18!3" 2.45!7" 2.08!8"

FIG. 13. Transverse scan through superlattice reflection !511"/2
at sample I measured 0.5 K above Tc in a distance of 20 %m from
the surface of the residual block !region D". In addition to the broad
Lorentzian distribution a sharp Lorentzian-squared profile is visible
at the position of the superlattice reflection.

FIG. 14. Transverse scan profile of the !511"/2 superlattice re-
flection about 1 K above the critical temperature for different dis-
tances to the surface of the residual float-zone grown block !sample
I, region D". For the top 20 %m the intensity is strongly enhanced in
a narrow region around the superlattice position. The inset shows
the measured data over a much larger angular range in a logarithmic
scale. It can be seen that all profiles are almost identical if the sharp
component is not considered.
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20	  μm	  from	  surface	  0.5	  K	  above	  Tc	  

ties such as strain and mosaicity can be studied with a spatial
resolution of !10 "m. In the following, the depth 0 "m
corresponds to the sample position, where the complete
beam just penetrates the crystal. Consequently, at a depth of
!10 "m the beam is just passing the sample. These posi-
tions are located by accurately measuring the dependence of
the transmitted intensity as a function of the vertical position
of the beam in the sample.

III. SAMPLES

The influence of defects on the bulk critical behavior of
SrTiO3 has been studied in five samples, differing in growth
technique and heat treatment. In order to study the effect of
oxygen doping, bulk measurements have been performed on
a reduced, an oxidized, and an as-grown Verneuil single
crystal. Additionally, a flux-grown sample14 and an almost
perfect crystal, grown by means of the top-seeded float-zone
technique,15 have been investigated. In Table I the different
sample treatments and growth techniques are summarized.16

The mosaicity of the Verneuil-grown crystals varied be-
tween 30 arcsec and 100 arcsec, which is rather broad com-
pared to the almost perfect float-zone grown #1–7 arcsec$
and flux-grown samples #10 arcsec$. However, the latter two
crystals are slightly brownish, perhaps due to iron
impurities,17 in contrast to the transparent as-grown Verneuil
samples. In the Verneuil-grown samples the vacancy concen-
tration of the bulk has been determined from conventional
impedance measurements of the isolating as-grown and the
oxidized samples using vacancy mobility,18,19 and for the al-
most metallic reduced samples by means of Hall-resistivity
measurements. Interestingly, the amount of oxygen vacancies
is about two orders of magnitude bigger for the crystallo-
graphic more perfect samples compared to the as-grown and
oxidized Verneuil-grown crystals. However, the reduced
Verneuil-grown sample shows significant changes: the color
changes from transparent to black and the resistance de-
creases substantially, i.e., the amount of oxygen defects in-
creases by about three orders of magnitude. The depth de-
pendent concentration of the twofold negatively charged
oxygen vacancies has been investigated using impedance
spectroscopy:20,21 Following the description given in Ref. 19
microelectrodes of different diameters were used to analyze
the depth dependence of the conductivity. Using gold micro-
electrodes #15–220 "m) the conductivity measured at
!200 °C could be shown to be depth independent in the top
500 "m of both samples I and II. It can therefore be con-
cluded that the vacancy concentration is depth independent
as well. Consequently, the sharp component, which has been
observed in sample I up to a depth of 100 "m,9 is not related
to a gradient in the oxygen vacancy concentration. This is an
important finding because the sharp component has only
been found in the crystallographically rather perfect samples
with relatively high concentrations of oxygen vacancies and
not in the less perfect Verneuil crystals with much lower
oxygen vacancy concentrations. For a random distribution of
these vacancies the mean distance of defects results to d
"n!1/3 with n representing the defect concentration. This
distance varies between %240 Å for the lower defect con-
centrations and %40 Å for the higher concentrations #see
Table II$.
Special attention is devoted to sample I, where a direct

correlation between strain, lattice parameter variation, and
the occurrence of the sharp component in the critical scatter-
ing has been observed in the surface near region up to a

FIG. 2. Schematic drawing of the location of the investigated
volume elements of the float-zone grown sample #I$. The scattering
vector is parallel to the crystal surface. Details of the crystallo-
graphic sample orientation are given in the Appendix. The left-hand
side shows the original sample investigated by Rütt et al. #Ref. 9$,
the right-hand side shows the 560 "m thick platelet from the top of
the original sample and the residual crystal block, the material in
between was lost due to polishing and etching the two surfaces. The
capital letters A–E define the nomenclature used in this paper. Re-
gion A corresponds to the surface of the original block. Regions B
and C correspond to the two surfaces of the cut platelet, region D
denotes the surface of the residual block, and region E labels the
bulk of this block. The lighter rectangles #not to scale$ indicate
locations of the incident beam with respect to the sample surface.
The dimensions of the original sample were about 1#1#1 cm3,
the cross section of the beam was 10 "m#2 mm.

TABLE II. Bulk critical temperatures Tc and defect concentrations n of the different samples. d"n!1/3 is
the mean distance of defects, &d is the reduced temperature taken from the measurements of the inverse
correlation length '((&d)"d!1) .

Sample no. Tc #K$ n (cm!3) d (Å) 1
d (10!3 Å!1)

&d

I Float-zone grown 98.8#1$ 6.1(2)#1018 55#1$ 18.2#2$ !0.115
II Flux grown 102.6#2$ 2.8(2)#1018 71#2$ 14.2#3$ !0.035

Verneuil grown
III Oxidized 105.7#1$ 7.4(2)#1016 238#2$ 4.2#1$ !0.014
IV As grown 105.8#1$ 7.6(2)#1016 236#2$ 4.2#1$ !0.025
V Reduced 101.0#1$ 1.7(1)#1019 39#1$ 25.7#5$ !0.20
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temperatures above Tc at the position of the !511"/2 super-
structure reflection in addition to the broad component dis-
cussed above. As described in the Appendix the scattering
profile could be fitted with the sum of a single Lorentzian
and a Lorentzian-squared profile, i.e., two additional param-
eters, the inverse correlation length #s and the susceptibility
$s have to be taken into account. The peak position of the
two contributions turned out to be identical. A typical ex-
ample of a measured scattering profile is shown in Fig. 13.
The Lorentzian-squared part is much narrower than the
Lorentzian shaped contribution, which is the reason for call-
ing it the sharp component.
The depth dependence of the critical scattering profile as

measured at a temperature about one degree above Tc in the
surface near region of the residual block of sample I is
shown in Fig. 14. In the top 20 % m, region D, the additional
sharp component is clearly visible. In the inset, the same data
are plotted on a logarithmic scale over a wider angular range.

This is to stress the observation that the broad component is
independent of the location of the probed volume element in
the sample. The scattering differs only in the central region,
where the sharp component dominates. The temperature de-
pendence of the inverse correlation length for the broad com-
ponent measured in the surface near region was identical at
all investigated positions in sample I after the cut, i.e., the
occurrence of the sharp component as well as the increased
mosaicity and lattice parameter variations do not affect the
behavior of the broad component. The values &b and 'b for
the critical exponents of the broad component in the different
samples and for the various positions in the samples are sum-
marized in Table III. In Table III also the validity of the
scaling relation

'!!2"("&)2& !3"

is checked. For all measurements the ratio $b /$b for the
broad component is close to 2 and fulfills scaling relation !3"
very well because ( is very small.
Figure 15 shows a direct comparison of the critical scat-

tering measured at surface regions B, C, and D in the float-
zone grown sample I. Apparently, the width of the sharp
component in region B is much broader than the respective
width in region D. Furthermore, almost no signal of the
sharp component is visible in region C. The profiles for re-
gions C and D are identical except for the narrow region in
the center of the scan, where the sharp component occurs. At
this point it is interesting to note that in the case of the
float-zone crystal the sharp component measured with 100
keV synchrotron radiation at a superlattice reflection with
scattering vector parallel to the crystal surface is about one
order of magnitude narrower than the sharp component mea-
sured by Hirota et al.13 with 11.5 keV x rays at a reflection
with scattering vector perpendicular to the surface.

TABLE III. Critical exponents &b and 'b for the broad compo-
nent.

Broad component
Sample no. &b 'b 'b /&b

Original block
I, region A 1.02!4" 2.32!7" 2.27 !11"
Residual plate
I, region B 1.19 2.23!10" 1.87!11"
I, region C 1.19 2.83!10" 2.38!13"
Residual block
I, region D 1.19 2.53!3" 2.13!9"
I, region E 1.19!4" 2.89!4" 2.43!9"
II 0.9!1" 1.7!1" 1.9!2"
III 0.73!7" 1.49!15" 2.04!28"
IV 0.79!2" 1.58!7" 2.00!10"
V 1.18!3" 2.45!7" 2.08!8"

FIG. 13. Transverse scan through superlattice reflection !511"/2
at sample I measured 0.5 K above Tc in a distance of 20 %m from
the surface of the residual block !region D". In addition to the broad
Lorentzian distribution a sharp Lorentzian-squared profile is visible
at the position of the superlattice reflection.

FIG. 14. Transverse scan profile of the !511"/2 superlattice re-
flection about 1 K above the critical temperature for different dis-
tances to the surface of the residual float-zone grown block !sample
I, region D". For the top 20 %m the intensity is strongly enhanced in
a narrow region around the superlattice position. The inset shows
the measured data over a much larger angular range in a logarithmic
scale. It can be seen that all profiles are almost identical if the sharp
component is not considered.

INFLUENCE OF DEFECTS ON THE CRITICAL . . . PHYSICAL REVIEW B 66, 014113 !2002"
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Central	  Peak	  in	  SrTiO3:	  Two	  
Length	  Scales	  

100	  and	  120	  keV	  x-‐rays	  

H.	  Hünnefeld,	  T.	  Niemöller,	  J.	  R.	  Schneider,	  U.	  
RüC,	  S.	  Rodewald,	  J.	  Fleig,	  and	  G.	  Shirane	  
Phys.	  Rev.	  B	  66,	  014113	  (2002)	  
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Two important points to be considered in this 
analysis are the width of the angular range to be 
included and whether to treat background as a 
variable parameter. For problems such as structure 
determination by Rietveld analysis, phase identifica- 
tion, indexing of unknowns and phase transitions, 
which are emphasized in this paper, the information is 
contained mainly in the Bragg peaks rather than the 
tails, and we have accordingly restricted the range of 
the analysis to about 8F, and fixed the background at 
the average value recorded well away from the peak. 
Attempts to vary the background sometimes give 
obviously incorrect values because of strong correla- 
tions with q. 

A third important point to be considered is peak 
asymmetry, which because of the intrinsically high 
resolution is much more evident at low angles than in 
the case of conventional diffractometers, as is evident 
from the experimental points in Fig. 3. This topic has 
been discussed extensively in the powder diffraction 
literature, and comprehensive accounts are given by 
Wilson (1963) and Klug & Alexander (1974). There are 
three important effects contributing to asymmetry in 
conventional instruments-axial divergence, fiat speci- 
men geometry and specimen transparency. The latter 
two can be viewed as modified displacement effects in 
which different parts of the sample are shifted off the 
focusing circle and hence contribute to the scattering 
slightly below the true Bragg angle (Figs 4a and b). For 
simple displacements due to misalignment, the peak as 
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Fig. 3. Synchrotron diffraction data for 111 reflection from CeO2 
annealed at 1820 K taken with 1.072 A X-rays and Si( l l l )  
analyzer. Closed circles in upper part of figure are experimental 
points, solid line is least-squares fit with asymmetry correction as 
described in text, broken line is calculated curve with no asym- 
metry effect. Closed circles in lower part of figure are differences 
between observed and calculated values (with asymmetry correc- 
tion) expressed in units of dl/a(l). Shaded area gives a visual 
indication of the goodness-of-fit. 

a whole is shifted to a lower (or higher) angle, but no 
asymmetry is introduced. 

With highly collimated synchrotron radiation and 
the use of a crystal analyzer or 'angular slit', there is a 
very significant difference in that displacement-type 
aberrations are virtually eliminated. All diffracted rays 
from the sample in the vertical plane of scattering 
which fulfil the Bragg condition at the analyzer are 
recorded simultaneously independent of their point of 
origin in the sample, as illustrated in Figs. 4(c) and (d). 
This is analogous to one of the principles utilized in 
the Bond (1960) method for precision lattice-constant 
determination in perfect single crystals. The asymme- 
try observed in Fig. 3 can therefore be attributed 
mainly to axial divergence effects, and it is clearly 
important to incorporate these into the analysis. 

The effect of axial divergence on X-ray peak 
breadths and displacements has been treated by a 
number of authors (Eastabrook, 1952; Alexander, 
1954; Pike, 1957; Langford, 1962; Wilson, 1963) for 
conventional diffractometers with the usual types of 
slit geometry. In general the expressions for the peak 
profile are complicated and have not been explicitly 
derived. Recently, Howard (1982) has extended 
Eastabrook's treatment to asymmetric neutron pow- 
der diffraction peaks, and derived an expression for 
the intensity profile which involves convolution of the 
function l el-1/2 with the Gaussian resolution function 
usually assumed for neutron peaks. The integration is 
performed over the limits 0 <2e < 2eM, where 2e M is 
the displacement in 20 at which the extremities of the 
detector aperture intercept the Debye-Scherrer cone, 
and is on the low- or high-angle side of the peak 
according to whether 20 is less or greater than n/2. 2eM 
is a function of the diffraction geometry and cot 20n, 
and can in principle be calculated, but for the purposes 
of Rietveld refinement it is introduced via a variable 
parameter P in the expression 2eM = P cot 20B. In the 

s R / 

(a) (b) 

(c) (d) 

Fig. 4. Scattering geometry for powder diffraction illustrating effect of 
(a) fiat specimen, (b) specimen transparency in a conventional 
focusing diffractometer and the corresponding effects with synch- 
rotron radiation (c) and (d). S, R and ,4 denote source, receiving slit 
and analyzing crystal, respectively. 
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II. Experimental details 
A brief description of the experimental arrangement 
has been given in our earlier paper (Cox et al., 1983). 
The arrangement is shown in more detail in Fig. 1, and 
incorporates a Philips diffractometer modified so that 
different crystal analyzers can be mounted in place of 
the standard pyrolytic graphite analyzer. In contrast 
to its function in a conventional focusing diffract- 
ometer, the role of the analyzing crystal in the present 
experiments is not simply to remove specimen flu- 
orescence, but also to serve as a 'receiving slit" with 
high angular resolution in place of the narrow receiv- 
ing slit in a conventional diffractometer. Because of 
the highly collimated nature of the synchrotron beam, 
in the absence of an analyzer the resolution would 
depend upon the vertical dimensions of the incident 
beam and the receiving slit, both of which would need 
to be about 0-02 mm with the Philips geometry to give 
low-angle resolution comparable to that obtained 
with a perfect Si analyzer. Alternatively, one would 
require Soller-type receiving slits with a vertical diver- 
gence of less than 1'. Neither of these alternatives is 
practical for scanning diffractometry, although the 
former would be feasible in conjunction with a 
position-sensitive detector having appropriate reso- 
lution if fluorescence were not a problem. 

The diffractometer is controlled by means of an 
HP85 computer which allows 20 scans to be perfor- 
med at step intervals in multiples of 0.00125 ° for a 
fixed monitor count (typically 106-107 ) from an ion 
chamber situated in the incident beam just before the 
sample. The current collected from the ion chamber is 
amplified by a current-to-voltage amplifier and the 
voltage output fed into a voltage-to-frequency conver- 
ter. An NaI(T1) scintillator is used in the detection 
system, with the pulse-height analyzer window set to 
reject higher-order harmonics. Vertical Soller slits with 
a horizontal divergence A of 1-4 ° are placed just before 
the analyzing crystal, A being defined as the ratio of the 
spacing to the length of the foils. 

The diffractometer was mounted and aligned on the 
A2 beamline at CHESS, which is equipped with a 
double-crystal perfect Si(220) monochromator scatter- 
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Fig. l. Schematic diagram of experimental configuration for synch- 
rotron X-ray powder diffraction at CHESS. 

ing in the vertical plane. A 1 mm high slit ($1) was used 
in front of the monochromator  and a 1 mm high by 
10 mm wide aperture ($2) before the ion chamber, i.e. 
about 0"05 !0-5 mrad. These dimensions are com- 
parable to those of the beam on a conventional 
diffractometer with 1 o divergence slits. The intensity is 
proportional to the horizontal dimension of the slit, 
and about one-third of the intensity integrated over the 
vertical direction. With the synchrotron operating at 
5 GeV and 10 mA, about 2 G photons s- ~ are incident 
upon the ion chamber at a wavelength of 1-54 A. 

With the sample holder and analyzer removed and a 
standard Philips 0.05 ° receiving slit inserted before the 
Soller slits the instrument zero was determined by 
scanning the 20 arm through the incident beam and 
recording the fluorescent signal from an iron foil 
placed at the analyzer position. With the foil and 
receiving slit removed and the analyzer in place, 
further scans through the suitably attenuated direct 
beam were made, and adjustments made manually 
until the analyzer was in the reflecting position at the 
instrumental zero. This procedure was repeated for 
each analyzer as required, the zero error being typi- 
cally less than 0.03 ° . 

For the powder diffraction scans, samples were 
loaded into a cylindrical aluminum sample holder 
with a depression 1 mm deep and 2 cm in diameter, 
pressed down with a glass slide to give as smooth a 
surface as possible, and mounted in a sample-holder 
attachment which was rotated about the normal to the 
sample surface during measurements at about two 
revolutions s-1. Measurements were made at 1.54, 
1.15 and 1-07 A over selected angular regions at step 
intervals ranging from 0.0025 to 0-01 °. 

The reference samples chosen for this study were 
CeO2 (United Mineral and Chemical Corp., nomin- 
ally 99-99% pure) and AIEO3 (NBS reference grade, 
nominally 0.3 lam) which are both stable and 
well-characterized materials. CeO2 is face-centered 
cubic, with a =  5.411 A, and is strongly absorbing 
(# - 2000 cm- 1 at 1.54A). From samples as supplied by 
the manufacturer, SEM photographs reveal agglom- 
erates having a rather wide variety of shapes and sizes 
between 1 and 10 pm (Fig. 2a). A pressed pellet was 
fired at 1820 K for several hours and the sintered 
material was ground in an agate mortar for a minute 
or so, which resulted in a more uniform particle size, 
between 2 and 5 pm (Fig. 2b). AIEO 3 is rhombohedral, 
space group R3c, with hexagonal lattice constants 
a =4"758 and c =  12.991 A, and is quite weakly absorb- 
ing (# _~ 100 cm-a at 1.54 A). The sample was heated 
at 1070 K to drive off residual moisture, and SEM 
photographs show average particle dimensions of 
around 0-5 l~m with a few agglomerates of microcrys- 
talline material (Fig. 2c). 

Some data were also collected from a sample of NiO 
(Johnson Matthey, Specpure grade) fired overnight in 

J.	  B.	  Has'ngs,	  W.	  Thomlinson	  
and	  D.	  E.	  Cox,	  “Synchrotron	  
X-‐ray	  Powder	  Diffrac'on”,	  	  J.	  
Appl.	  Cryst.	  (1984).	  17,	  85-‐95	  
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by the use of a large camera [5]. In addition, a pre- 
liminary test at DORIS  with a flat polycrystalline sam- 
ple of naphthalene mounted on a triple axis diffractom- 
eter equipped with a perfect Si monochromator  and 
analyzer showed much improved resolution at a scatter- 
ing angle of 19 ° [6]. In the present work, diffractometer 
techniques have been used, and the resolution character- 
istics and peak shapes have also been explored in some 
detail. The Rietveld profile technique has been used to 
refine the structure of a known reference material, Bi 203 . 

2. Experimental 

All the experimental data presented were collected at 
CHESS at the CESR storage ring. Typical storage ring 
machine parameters were: electron energies of = 5 GeV, 
electron currents of = 10 mA. Two experimental config- 
urations were tried, one with monochromatization in the 
horizontal plane, Station A1, (plane of the storage ring) 
and the other in the vertical plane, Station A2 [7]. The 
horizontal configuration used a flat Si(111) crystal at a 
Bragg angle, 0 M, of 13.9 ° giving 1.50 A (8.27 keV) 
photons. Since the resolution of the powder experiment 
is dependent on the wavelength spread in the incident 
beam, the horizontal source size, typically a few milli- 
meters at CHESS, gives a fairly large wavelength spread, 
2 t X / A  = 1 ! 10 -3, in this configuration and limits the 
usefulness of this geometry for high resolution studies 
until high brightness sources are available. 

The vertical plane monochromator  at station A2 
gives a AX/X = 3 X 10 -4 from a Si(220) channel cut 
crystal with a weak link allowing for piezoelectric tun- 
ing. The data described below were all collected using 
this monochromator  and the experimental configuration 
is shown schematically in fig. 1. The parallel mode 
channel cut crystal feeds the experiment with the sam- 
ple arranged in the (n, n) or antiparallel configuration 
with respect to the monochromator.  After the sample 
the Si(t 11) crystal analyzer arranged in the ( n , - n )  
setting with respect to the sample acts as an angular slit 
of typically 7 arc sec at 1.5 A and provides for the very 
high resolution achieved in these experiments. 

We have used a conventional Philips powder dif- 
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Fig. I. Scattering configuration for the CHESS experiments. 

fractometer, which is constructed to operate in the 
vertical plane, with only slight modifications to allow 
the mounting of the perfect Si(111) analyzer. The dif- 
fractometer uses a stepping motor that increments the 
scattering angle by 0.00125 ° per half step or any desired 
multiple thereof. The experimental control is accom- 
plished with an HP-85 desktop computer using an IEEE 
488 interface bus. The motor is controlled by a " M o d -  
ulynx" system (Superior Electric Company) and the 
counting done with an Ortex 874 quad scaler timer. This 
hardware allows experimental control as well as the 
input from the beam position monitor provided by 
CHESS [8]. With the latter information the experiment 
can be programmed to stop when the electron beam in 
the storage ring is dumped and to restart when the 
electron beam is reinjected and is at the right position in 
the storage ring. 

All data are collected for fixed monitor counts ob- 
tained from a transmission ion chamber. With fixed 
monitor the data from fill to fill reproduce within 
statistical error. Thus with software feedback control of 
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Fig. 2. Scan of (241) peak from Bi203 (a) CHESS (b) Cu K s. 
The solid lines are fits to the pseudo-Voigt function described 
in the text. Differences A1 between observed and calculated 
intensities are plotted underneath. Values of fwhm's and ~/ are 
given with estimated standard deviations in parentheses referred 
to the least significant digit(s). 
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Two important points to be considered in this 
analysis are the width of the angular range to be 
included and whether to treat background as a 
variable parameter. For problems such as structure 
determination by Rietveld analysis, phase identifica- 
tion, indexing of unknowns and phase transitions, 
which are emphasized in this paper, the information is 
contained mainly in the Bragg peaks rather than the 
tails, and we have accordingly restricted the range of 
the analysis to about 8F, and fixed the background at 
the average value recorded well away from the peak. 
Attempts to vary the background sometimes give 
obviously incorrect values because of strong correla- 
tions with q. 

A third important point to be considered is peak 
asymmetry, which because of the intrinsically high 
resolution is much more evident at low angles than in 
the case of conventional diffractometers, as is evident 
from the experimental points in Fig. 3. This topic has 
been discussed extensively in the powder diffraction 
literature, and comprehensive accounts are given by 
Wilson (1963) and Klug & Alexander (1974). There are 
three important effects contributing to asymmetry in 
conventional instruments-axial divergence, fiat speci- 
men geometry and specimen transparency. The latter 
two can be viewed as modified displacement effects in 
which different parts of the sample are shifted off the 
focusing circle and hence contribute to the scattering 
slightly below the true Bragg angle (Figs 4a and b). For 
simple displacements due to misalignment, the peak as 
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Fig. 3. Synchrotron diffraction data for 111 reflection from CeO2 
annealed at 1820 K taken with 1.072 A X-rays and Si( l l l )  
analyzer. Closed circles in upper part of figure are experimental 
points, solid line is least-squares fit with asymmetry correction as 
described in text, broken line is calculated curve with no asym- 
metry effect. Closed circles in lower part of figure are differences 
between observed and calculated values (with asymmetry correc- 
tion) expressed in units of dl/a(l). Shaded area gives a visual 
indication of the goodness-of-fit. 

a whole is shifted to a lower (or higher) angle, but no 
asymmetry is introduced. 

With highly collimated synchrotron radiation and 
the use of a crystal analyzer or 'angular slit', there is a 
very significant difference in that displacement-type 
aberrations are virtually eliminated. All diffracted rays 
from the sample in the vertical plane of scattering 
which fulfil the Bragg condition at the analyzer are 
recorded simultaneously independent of their point of 
origin in the sample, as illustrated in Figs. 4(c) and (d). 
This is analogous to one of the principles utilized in 
the Bond (1960) method for precision lattice-constant 
determination in perfect single crystals. The asymme- 
try observed in Fig. 3 can therefore be attributed 
mainly to axial divergence effects, and it is clearly 
important to incorporate these into the analysis. 

The effect of axial divergence on X-ray peak 
breadths and displacements has been treated by a 
number of authors (Eastabrook, 1952; Alexander, 
1954; Pike, 1957; Langford, 1962; Wilson, 1963) for 
conventional diffractometers with the usual types of 
slit geometry. In general the expressions for the peak 
profile are complicated and have not been explicitly 
derived. Recently, Howard (1982) has extended 
Eastabrook's treatment to asymmetric neutron pow- 
der diffraction peaks, and derived an expression for 
the intensity profile which involves convolution of the 
function l el-1/2 with the Gaussian resolution function 
usually assumed for neutron peaks. The integration is 
performed over the limits 0 <2e < 2eM, where 2e M is 
the displacement in 20 at which the extremities of the 
detector aperture intercept the Debye-Scherrer cone, 
and is on the low- or high-angle side of the peak 
according to whether 20 is less or greater than n/2. 2eM 
is a function of the diffraction geometry and cot 20n, 
and can in principle be calculated, but for the purposes 
of Rietveld refinement it is introduced via a variable 
parameter P in the expression 2eM = P cot 20B. In the 
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Fig. 4. Scattering geometry for powder diffraction illustrating effect of 
(a) fiat specimen, (b) specimen transparency in a conventional 
focusing diffractometer and the corresponding effects with synch- 
rotron radiation (c) and (d). S, R and ,4 denote source, receiving slit 
and analyzing crystal, respectively. 
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at room temperature. The sum of several spec-
tra, collected in a total of typically 200 min, af-
ter a linear background subtraction are shown,
together with their Fourier transforms, for both
the oxididized and reduced alloys in Fig. 2. Stan-

Flo. 2. (a) The observed EXAFS spectra from the ox-
idized alloy of 75 ppm Fe in Cu (lower curve) and hydro-
gen-reduced alloy of 75 ppm Fe in Cu (upper curve) af-
ter a linear background subtraction. (b) Fourier trans-
forms of the net spectra after background subtraction,
weighted by ~ (electron wave vector) but without phase-
shift correction. The dashed curve is for the oxidized
alloy and the solid curve for the reduced alloy.

FIG. 3. Heavy curve: The back-transformed data
from the first peak in the transform of the oxidized al-
loy. The shaded area coves the range of fits resulting
from varying RF, &=1,95 A by +0.025 g.

dard analysis and fitting procedures" were ap-
plied. In particular, after background removal,
the spectra, weighted by A, are Fourier trans-
formed into R space, shown in Fig. 2(b). The
transforms are then mu1tiplied by a smooth win-
dow function' and back-transformed to k space, '
Fourier-filtering the data. The fitting is then
done in 0 space, with use of the theoretical ampli-
tudes and phase shifts of Teo and Lee' and scale
factors from model systems. The back-trans-
formed data for the first peak in the transform of
the oxidized alloy and a range of fits correspond-
ing to R F, o of 1.95+ 0.025 A are shown in Fig. 3.
The data fall neatly between the two curves repre-
senting excursions of 0.025 A from 1.95 A for the
iron-oxygen distance. The diff erences in ampli-
tude between the fitted curves and the data are

TABLE I. Near-neighbor distances 8, coordination numbers N, and Debye-Wailer factors 0. observed in KXAFS
measurements for the atom pairs in the oxidized dilute alloy of 75 ppm Fe in Cu. For comparison, data are given
for the equilibrium forms of Fe compounds which have been suggested (Ref. 3) as constituents of this material.

O 0 0
2 0 2 '2'+Fe-Fe (A) +Fe-Cu (A) +Fe 0 (A) +Fe-Fe +Fe-Cu +Fe O oFe-Fe (A ) +Fe-Cu (A ) +Fe 0 (A &

75 ppm Fe in Cu,
annealed in 02
Feo
Fe304

CuFe204

3.09 +0.02
3.04
2.96~
3 47b
3.62'
2.96

2.90 +0.02 1.95+0.02
2.15
1 81
2.09

2.09

8+2
12
6a
12
4c
6

4 + 2 0.06 +0.005 0.06 +0.005 0.05 +0.005
6
48
6b

' These superscripts designate corresponding coordination numbers and atom pairs.
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Oxidized	  

Reduced	  

The	  observed	  spectra	  for	  the	  
oxidized	  state	  indicate	  that	  
none	  of	  the	  proposed	  	  
cons'tuents,	  FeO,	  Fe3O4	  and	  
CuFe2O4,	  of	  the	  fully	  oxidized	  
state	  are	  present.	  Fe	  atoms	  
appear	  to	  be	  clustered	  with	  Fe	  
and	  have	  Cu	  and	  0	  near	  neigh-‐	  
bors	  as	  well.	  	  



Nuclear	  Resonant	  ScaCering	  

21	  

VOLUME 54, NUMBER 8 PHYSICAL REVIEW LETTERS 25 FEBRUARY 1985

Nuclear Bragg Diffraction of Synchrotron Radiation in Yttrium Iron Garnet
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Monochromatization of synchrotron radiation down to about 10 eV at an energy of 14.4 keV
has been achieved by double nuclear Bragg diffraction from "Fe-yttrium iron garnet single-crystal
films set for the electronically forbidden (200) reflection. The monochromatized y quanta have
been analyzed with respect to time delay and capability of resonance absorption. By setting of ap-
propriate energy and time windows a pure beam of resonant y quanta at a rate of about 1 Hz is
available.

PACS numbers: 76.80.+y, 07.85.+n, 61.10.Fr

y quanta with an energy width of 10 6 to 10 s eV,
which is typical for low-lying nuclear states, have a
coherence length of 0.2 to 20 m. Thus a highly bril-
liant beam of such quanta would open new perspec-
tives to experimental y optics. Unfortunately, the
usual radioactive sources are monochromatic but not
brilliant whereas synchrotron radiation is very brilliant
but white.
Resonant nuclear diffraction of synchrotron radia-

tion as has been first pointed out by Ruby' is a suitable
method to achieve the desired beam, which in addition
would have a well-defined time structure and polariza-
tion pattern. A first attempt to observe resonant nu-
clear excitation in Fe has been published by Cohen,
Miller, and West.
In order to maintain the outstanding brilliance of the

synchrotron radiation only coherent reflections come
into consideration, i.e., either grazing-incidence reflec-
tions3 or nuclear Bragg and Laue diffraction. 4 5 Obvi-
ously the 14.4-keV resonance of Fe is a good choice

because the excitation energy is easily available from
any synchrotron radiation source which covers the x-
ray range and because the mean life v = 140 ns of the
excited state allows the application of delayed-
coincidence techniques. Furthermore, the chemistry
and crystallography of iron compounds is well known,
so that the needed large-size single crystals can be
made.
While present experience with grazing-incidence

antireflection films indicates that four sequential re-
flections are required in order to obtain the desired
suppression of the nonresonant prompt radiation,
only two nuclear Bragg reflections will be sufficient if
pure nuclear reflections are used. The greatest prog-
ress with this technique has been published by
Chechin et al. , who reported an enhancement of de-
layed counts behind an o.- Fe203 single crystal posi-
tioned for the I777) pure nuclear reflection.
The occurrence of pure nuclear reflections from sin-

gle crystals containing Fe has been first observed

from DOR IS

premonochromator slit Kr-cell nucl ear Bragg
monochromator

resonant Ge-detector
absorber

FIG. 1. Scheme of the experimental setup.
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FIG. 2. Reflectivity of the resonant scattered radiation as
function of energy. The energy scale is centered to the peak
of the rocking curve.

with a Co source by Black and Duerdoth in
K4Fe(CN)6 3H20. A survey of laboratory work on
pure nuclear diffraction with sources can be found in
the work of van Burck et aI. Especially interesting are
the results on FeBO3, which is a promising com-
pound for future applications in connection with syn-
chrotron radiation.
The appearance of pure nuclear reflections from the

hyperfine superlattice in yttrium iron garnet (YIG) has
been predicted by Winkler et al. , to for a series of re-
flections. The lowest order is the [200) reflection for
the tetrahedral d positions and the [110) reflection for
the octahedral a positions.
We have built up a nuclear Bragg monochromator

with two 15-p,m-thick single-crystal films of YIG at

HASYLAB (Hamburg). The films with s7Fe enriched
to 88% were epitaxially grown on the [100) surface of a
gadolinium gallium garnet (GGG) single crystal 30
mm in diameter.
During our measurements the storage ring DORIS

has been run in a four-bunch mode at 50—80 mA and
3.69 GeV. That means that every 240 ns a radiation
pulse of about 150-ps duration is emitted.
In Fig. 1 the scheme of the experimental setup is

given. The premonochromator consists of two ger-
manium crystals cut perpendicular to the (111) direc-
tion. They are controlled by a microprocessor to
minimize the influence of radiation heating and to
suppress the harmonics of the 14.4 keV as far as
necessary.
The energy calibration has been done by means of

the K edges of Br (13.474 keV), Kr (14.326 keV), and
Rb (1S.200 keV)." During the measurements the ac-
tual energy has been monitored by the K edge of kryp-
ton. The intensity behind a slit of 2 mmx 20 mm has
been measured to be (3—6) x 10'o photons/s.
The nuclear Bragg monochromator has been set to

the strong [200) reflection at 4'to with both crystals
magnetized by a field of 30 mT in the scattering plane
to achieve maximum reflectivity. The adjustment has
been done by the nonforbidden harmonic at 57.7 keV.
This yields a position which is correct except for a 70-
p, rad shift, which is caused by the different index of
refraction.
The detection has been performed with a high-purity

germanium detector of about 1-keV energy resolution
and a conventional fast-slow coincidence between the
14.4-keV quanta and the DORIS bunch trigger.
The performance of the setup has been checked in

three steps. First, the total counting rate of pulses ar-
riving between 32 and 137 ns after the prompt trigger
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FIG. 3. Time spectra of the transmitted radiation at resonance (upper curve) and off resonance (lower curve). The max-
imum at about 100 ns contradicts an incoherent mother-daughter decay and shows the combined coherent diffraction of the
two YIG crystals.
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with a Co source by Black and Duerdoth in
K4Fe(CN)6 3H20. A survey of laboratory work on
pure nuclear diffraction with sources can be found in
the work of van Burck et aI. Especially interesting are
the results on FeBO3, which is a promising com-
pound for future applications in connection with syn-
chrotron radiation.
The appearance of pure nuclear reflections from the

hyperfine superlattice in yttrium iron garnet (YIG) has
been predicted by Winkler et al. , to for a series of re-
flections. The lowest order is the [200) reflection for
the tetrahedral d positions and the [110) reflection for
the octahedral a positions.
We have built up a nuclear Bragg monochromator

with two 15-p,m-thick single-crystal films of YIG at

HASYLAB (Hamburg). The films with s7Fe enriched
to 88% were epitaxially grown on the [100) surface of a
gadolinium gallium garnet (GGG) single crystal 30
mm in diameter.
During our measurements the storage ring DORIS

has been run in a four-bunch mode at 50—80 mA and
3.69 GeV. That means that every 240 ns a radiation
pulse of about 150-ps duration is emitted.
In Fig. 1 the scheme of the experimental setup is

given. The premonochromator consists of two ger-
manium crystals cut perpendicular to the (111) direc-
tion. They are controlled by a microprocessor to
minimize the influence of radiation heating and to
suppress the harmonics of the 14.4 keV as far as
necessary.
The energy calibration has been done by means of

the K edges of Br (13.474 keV), Kr (14.326 keV), and
Rb (1S.200 keV)." During the measurements the ac-
tual energy has been monitored by the K edge of kryp-
ton. The intensity behind a slit of 2 mmx 20 mm has
been measured to be (3—6) x 10'o photons/s.
The nuclear Bragg monochromator has been set to

the strong [200) reflection at 4'to with both crystals
magnetized by a field of 30 mT in the scattering plane
to achieve maximum reflectivity. The adjustment has
been done by the nonforbidden harmonic at 57.7 keV.
This yields a position which is correct except for a 70-
p, rad shift, which is caused by the different index of
refraction.
The detection has been performed with a high-purity

germanium detector of about 1-keV energy resolution
and a conventional fast-slow coincidence between the
14.4-keV quanta and the DORIS bunch trigger.
The performance of the setup has been checked in

three steps. First, the total counting rate of pulses ar-
riving between 32 and 137 ns after the prompt trigger
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FIG. 3. Time spectra of the transmitted radiation at resonance (upper curve) and off resonance (lower curve). The max-
imum at about 100 ns contradicts an incoherent mother-daughter decay and shows the combined coherent diffraction of the
two YIG crystals.
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New Approach to the Study of Nuclear Bragg Scattering of Synchrotron Radiation
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Brookhaven National Laboratory, Upton, New York 11973

and

J. P. Remeika and A. S. Cooper
AT& T Bell Laboratories, Murray Hill, New Jersey 07974
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Nuclear Bragg scattering of synchrotron radiation from isotopically enriched Fe203 has been ob-
served at a signal-to-noise ratio of 100:1 without delayed-coincidence techniques. The use of a high-
resolution premonochromator providing a 5-meV energy spread and 0.4" collimation allows for high-
resolution studies of dynamical diAraction eA'ects. In particular, the observed intensity of the pure nu-
clear (777) reflection implies a dramatic decrease of the eff'ective lifetime due to coherent scattering.

PACS numbers: 76.80.+y, 07.85.+n, 42.80.Dk, 78.90.+t

The monoch rom atization of synchrotron radiation
(SR) to bandwidths of 10 to 10 eV will open up
new fields of research with important applications in
diverse areas of physics, chemistry, and the materials sci-
ences. The high energy resolution, polarization proper-
ties, long coherence length, and the small angular diver-
gence of such beams will be unique. As has been pointed
out in earlier papers, ' the most promising methods to
achieve these properties are the use of either nuclear res-
onant Bragg scattering or grazing-incidence nuclear total
reflection of SR. Several studies have been successful in
the production of resonantly filtered beams. ' Delayed
coincidence techniques have been employed in these
works to elucidate the time evolution of the resonant
scattering. From examination of the high-quality data of
Gerdau et al. , it is clear that, in the early part of the
time evolution, the prompt photons coming from diffuse
and inelastic electronic scattering mask the behavior of
the resonant scattering. This background of unwanted
radiation is unavoidable with the use of previous tech-
niques, and limits the broad application of resonant nu-
clear scattering for several reasons. First, the number of
isotopes which are candidates for nuclear resonant mono-
chromators is limited by the lifetime of their excited
states. This should be longer than approximately 5 nsec,
since it is instrumentally rather dificult to achieve
efticient gating in times shorter than this. This restric-
tion becomes more severe when one considers the reduc-
tion of the effective excited-state lifetime predicted by
the dynamical theory of resonant scattering for perfect
crystals. Second, by excluding the early part of the
resonantly scattered radiation one loses that part of the
spectrum which may contain the largest number of pho-
tons. Third, to prove the predictions of the dynamical
theory, i.e., the collective nature of the scattering, it is
important to study the time dependence of the resonantly
scattered photons from the moment of the excitation.
In this Letter we demonstrate the possibility of study-

Ge
Detector

Si(111) Si(1O 6 4) Si(1O 6 4) st ~ Slit

Slit Beam—stop Slit
Hematite
crystal

FIG. 1. Schematic view of experimental arrangement.

ing the complete time evolution of nuclear Bragg scatter-
ing. A monochromator system for the study of nuclear
Bragg scattering has been built with use of a bending-
magnet source on the x-ray ring of the Brookhaven Na-
tional Synchrotron Light Source and we have shown that
it is possible to isolate resonant photons from the SR
continuum without temporal suppression of prompt radi-
ation, while providing excellent signal-to-noise ratios.
The dynamical eA'ects in resonant scattering from a

perfect crystal can best be studied by our exciting the
scatterer with an incoming plane wave at (or very close
to) the Bragg angle corresponding to the pure nuclear
reflection. At the same time, in order to reduce the in-
coherent scattering, one should use the narrowest possi-
ble incoming energy width without losing those photons
capable of resonant scattering. Both requirements have
been satisfied quite well by the use of a six-reflection
premonochromator assembly providing extremely high
energy resolution and small angular width (Fig. 1). The
first Si(111) double reflector isolates the subsequent
high-resolution stage from the heat load produced by the
SR beam. It extracts a band of radiation approximately
10 eV wide from the white SR spectrum. The next stage
consists of two double reflectors of Si(1064) set in
dispersive mode. They determine the angular and energy
width of the outgoing beam. The calculated divergence
and energy bandwidth of the resultant 14.4-keV beam is
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Fig. 2. (a) Photograph of silicon monoliths used in the monochromator. (b) Photograph of perfect single crystal of 57Fe203. 

lever arm (0.3 m). It was surrounded by a lead cave in 
order to control scatter from the white beam incident 
on it. A moveable lead beamstop was arranged between 
the crystals of the high resolution pair, and moveable 
slits were situated just  upstream and downstream of 
them (see fig. 1). Thus any spuriously scattered photons 
were forced to undergo several scattering events before 
exiting the monochromator. The background level was 
thus rendered very low. 

2.4. Alignment 

Alignment of the three monoliths with the synchro- 
tron beam is complicated by the fact that the only 
observable quantity is the output intensity of the mono- 
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Fig. 3. Modified DuMond diagram showing angular ranges of 
reflection of the crystals and divergence of the synchrotron 

radiation beam as a function of wavelength. 

chromator, whereas there are several adjustments, each 
of which causes intensity changes. The situation is 
clarified by reference to fig. 3, which is a modified 
Dumond  diagram illustrating schematically the angular 
ranges of reflection for the crystals and divergence of 
the synchrotron beam as a function of wavelength. The 
angle/wavelength passband of the entire system is given 
by the extent of the small parallelogram enclosed by the 
two (10,6,4) traces. This small area can be made to 
move anywhere in the figure by suitable rotations of the 
two crystals (horizontal translation of the traces in the 
figure). If one of the (10,6,4) crystals is rotated, the 
rectangle traverses the (1,1,1) reflectivity range. If the 
synchrotron beam intensity is uniform (in angle) over 
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Fig. 4. Rocking curve produced by rotating one of the (10,6,4) 
crystals with all the other elements stationary. This is essen- 
tially the (1,1,1) Darwin-Prins curve with its angle scale multi- 

plied by 2. The curve is simply a guide for the eye. 
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0.4" and 5 meV, respectively.
This beam was then scattered by a highly perfect

Feq03 (a-hematite) single crystal which was isotopically
enriched with Fe to 93%. The crystal was prepared by
slow growth at high temperature from a flux of bismuth
and boron oxides. It could be oriented to give scattering
by the pure nuclear (777) reflection planes. ' The
scattered photons were detected by a high-purity Ge
detector of about 400-eV resolution. A low-noise single-
channel analyzer with digital adjustment was used to
reduce additionally the background. The experimental
station was situated 12 m from the source point. A
2 x 0.2-mm section of the output beam from the
premonochromator was incident on the Feq03, illuminat-
ing a 0.3x5-mm area of the crystal. During the mea-
surements the Brookhaven National Synchrotron Light
Source x-ray ring was operated with 2.5-GeV electrons
stored with currents that ranged from 50 to 200 mA.
The typical photon rate incident on the Feq03 was
(3-8)x10 quanta/sec and the nonresonant background
at the detector was about 0.01 quantum/sec. The num-
ber of resonant quanta received by the detector was in
the range 1-2.5 sec ' dependent upon the storage-ring
operating conditions.
Energy calibration of the monochromator was carried

out with use of a 0.2-mm-thick Si wafer cut and oriented
such that the (1064) reflection could be observed in
symmetrical reflection and the (1 11) and (1 11) reflec-
tions observed in symmetrical transmission. This wafer
replaced the Fe~03 crystal and allowed the determina-
tion of the energy setting of the monochromator with a
precision of 80 meV. The Bragg angle for the (777)
reflection of Fe~03 was accurately determined from the
measurement of the electronically allowed (666) and

(888) reflections. ' " After the initial location of the
(777) peak, the precision of these calibrations reduced
any subsequent searches for the pure nuclear reflection
to a relatively small two-dimensional parameter space:
thirty steps of 5 meV in energy and three steps of 0.9" in
0 with a counting time of 10 sec per point.
Figure 2 shows measured rocking curves of both the

allowed electronic reflection, (666), and the pure nu-
clear (777) reflection. The calculated intrinsic width of
the (666) reflection is 0.75" and the calculated width of
the energy-integrated reflectivity curve of the resonant
nuclear (777) reflection is 0.4". The observed width of3" in both cases shows that the crystal is not ideally per-
fect. X-ray topographic studies ' of the crystal indicate,
however, that the dominant source of broadening is
long-range strain, and one can thus expect essentially
dynamical behavior of the scattering.
lt is possible that the observed intensity at the (777)

position could come either from magnetic x-ray scatter-
ing, previously studied from' e-Fe&03 or multiple Bragg
scattering. ' In order to eliminate either possibility ener-
gy scans were performed at both the (666) and (777)
reflections and these are shown in Fig. 3. The width of
the (666) reflection, 250 meV, is consistent with the 3"
rocking curve dominated by the crystal deformations.
The (777) reflection, however, is only 5 meV wide, just
the monochromator resolution function. Furthermore,
measurements of the (555) pure nuclear reflection were
also made. The intensity compared to the (777)
reflection scaled as predicted, ' and occurred at the same
energy. The energy width and the angular range of
reflection were essentially identical to those of the
(777). These measurements confirm the pure nuclear
origin since either magnetic x-ray scattering or multiple
scattering would also reflect the crystal deformations and
would have a width in energy similar to that of the
(666) electronic peak.
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FIG. 2. The rocking curve of the electronic (666) reflection
(upper curve) and the energy-integrated rocking curve of the
pure nuclear (777) reflection (lower curve). The continuous
lines are guides for the eye.
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FIG. 3. Energy dependence of the scattered radiation from
Feq03. The broad curve corresponds to the (6 6 6) reflection

while the sharp curve corresponds to the (777) reflection. The
continuous lines are guides for the eye.
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0.4" and 5 meV, respectively.
This beam was then scattered by a highly perfect

Feq03 (a-hematite) single crystal which was isotopically
enriched with Fe to 93%. The crystal was prepared by
slow growth at high temperature from a flux of bismuth
and boron oxides. It could be oriented to give scattering
by the pure nuclear (777) reflection planes. ' The
scattered photons were detected by a high-purity Ge
detector of about 400-eV resolution. A low-noise single-
channel analyzer with digital adjustment was used to
reduce additionally the background. The experimental
station was situated 12 m from the source point. A
2 x 0.2-mm section of the output beam from the
premonochromator was incident on the Feq03, illuminat-
ing a 0.3x5-mm area of the crystal. During the mea-
surements the Brookhaven National Synchrotron Light
Source x-ray ring was operated with 2.5-GeV electrons
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(3-8)x10 quanta/sec and the nonresonant background
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operating conditions.
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tion of the energy setting of the monochromator with a
precision of 80 meV. The Bragg angle for the (777)
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measurement of the electronically allowed (666) and
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(777) peak, the precision of these calibrations reduced
any subsequent searches for the pure nuclear reflection
to a relatively small two-dimensional parameter space:
thirty steps of 5 meV in energy and three steps of 0.9" in
0 with a counting time of 10 sec per point.
Figure 2 shows measured rocking curves of both the

allowed electronic reflection, (666), and the pure nu-
clear (777) reflection. The calculated intrinsic width of
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the energy-integrated reflectivity curve of the resonant
nuclear (777) reflection is 0.4". The observed width of3" in both cases shows that the crystal is not ideally per-
fect. X-ray topographic studies ' of the crystal indicate,
however, that the dominant source of broadening is
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the (666) reflection, 250 meV, is consistent with the 3"
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reflection scaled as predicted, ' and occurred at the same
energy. The energy width and the angular range of
reflection were essentially identical to those of the
(777). These measurements confirm the pure nuclear
origin since either magnetic x-ray scattering or multiple
scattering would also reflect the crystal deformations and
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FIG. 2. The rocking curve of the electronic (666) reflection
(upper curve) and the energy-integrated rocking curve of the
pure nuclear (777) reflection (lower curve). The continuous
lines are guides for the eye.
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FIG. 3. Energy dependence of the scattered radiation from
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continuous lines are guides for the eye.
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ed by the measurement of the (333) pure nuclear Bragg
peak from a highly perfect single crystal of FeBO3.
The detector used was essentially the same as that

used in our earlier work, with some modifications to the
processing electronics to allow it to handle the higher in-
cident count rate. It consists of two fast phototubes
(Hamamatsu type R2083) receiving the light from a sin-
gle block of fast plastic scintillator [Bicron type 420
(Ref. 15)]. The output of the two phototubes are taken
in coincidence. This technique essentially suppresses
pulses in the tubes arising from thermal activation of the
photocathode. The complete detector system provided a
time resolution of less than 1 ns. Although this detector
could easily handle the count rate from the high-
resolution monochromator (= 10 /s), other components
of the system could not; in particular, the dead time of
the time-to-amplitude converter (TAC) used was around
7 ps, and hence was the speed-limiting component in the
system. This problem was overcome rather simply by
driving the veto input of the majority-coincidence unit
used for the two-tube circuit described above with a sig-
nal derived from the incident SR pulse (detected by a
fast p i nphotodio-de-), thus removing all TAC start sig-
nals for approximately 10 ns after its arrival. An addi-
tional gate was found to be necessary to eliminate high-
energy quanta produced by the nearby NSLS linac and
booster synchrotron. This gate was operational for 10
ms every second.
The first sample studied was a polycrystalline Fe foil

enriched in Fe. The observed time spectrum is shown
in Fig. 2. Also shown, for reference, in the lower panel is
the background spectrum collected with the sample foil
in place but with the monochromator tuned 25 meV
away from resonance. In the time window between 21
and 94 ns, background rates of less than 0.5 per second
were observed. On resonance, signal rates increased by
typically 0.5 per second. The energy dependence of the
delayed intensity demonstrates its nuclear origin. The
Fe foil was placed in a vertical magnetic field of approxi-
mately 0.1 T. In this orientation the local quantization
axis is parallel to the magnetic polarization vector of the
incident beam. Only the Am =0 transitions can be excit-
ed in this geometry. The choice of the h,m =0 lines is
important, since only two such transitions are possible in
Fe, and each involves a diAerent ground state. In-

terference between them can only arise if the scattering
is coherent. The experimental observation (Fig. 2) of a
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FIG. 2. Time spectra of the forward scattering from a 7-pm

polycrystalline-enriched Fe foil. The energy of the probe beam
is set on resonance for the upper panel and 25 meV off reso-
nance in the lower. The scales are the same for both. The
solid curve in the upper panel is a calculation using Eq. (1)
with parameters given in the text. The sharp maxima at
t =18.9 ns and t =75.6 ns come from partially filled (= 10 ')
electron bunches adjacent to the filled-five-bunch pattern.

simple beat pattern, with a period of 13.9 ns correspond-
ing to the energy difrerence of these transitions, demon-
strates this interference and hence the coherent nature of
the delayed forward-scattered radiation. ' Superim-
posed on this rapid beating is an additional modulation
of the delayed scattered intensity. In particular, we
point out the almost zero intensity for the expected max-
imum at t =42 ns. This additional modulation arises
from the enhancement of the coherent-scattering channel
in a thick sample.
The time evolution of the coherent forward scattering

by nuclei has been treated theoretically for a radioactive
source by Lynch, Holland, and Hamermesh, ' and for
pulsed SR by Kagan, Afanas'ev, and Kohn. Following
the treatment of Kagan, Afanas'ev, and Kohn for pulsed
excitation, the expression for the intensity as a function
of time and eA'ective sample thickness becomes (in the
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Challenges	  and	  Opportuni'es:	  FELs	  



SLAC	  Linac	  

1	  GeV	   20-‐50	  GeV	  

FFTB	  RTL	  

Bunch Length/Arrival Time Diagnostics 

Add	  12-‐meter	  chicane	  compressor	  in	  
linac	  at	  1/3-‐point	  (9	  GeV)	  

9	  ps	   0.4	  ps	   <100	  fs	  

50	  ps	  

Exis'ng	  bends	  compress	  to	  <100	  fsec	  

~1	  Å	  

Laser	  

X-‐ray	  exp	  

EO	  Diag.	  

The Sub-Picosecond Pulsed Source (SPPS) !



27	  

28 GeV 

30 kA 

80	  fsec	  FWHM	  

1.5% 

The Sub-Picosecond Pulsed Source (SPPS) !



Electro-‐Op'cal	  Sampling	  
200	  µm	  ZnTe	  crystal	  

e-	


Ti:s	  
laser	  

Adrian	  Cavalieri	  et	  al.,	  U.	  Mich.	  

Single-‐Shot	  

<300	  fs	  

170	  fs	  rms	  

Timing	  JiCer	  
(20	  Shots)	  

e-	  temporal	  informa'on	  is	  encoded	  
on	  transverse	  profile	  of	  laser	  beam	  



Jerry	  Has'ngs	  –	  APS	  –	  April	  23,	  
2006	  

~ 200 fs!"

(Typical)Single-‐Shot	  EOS	  Data	  at	  SPPS	  (100µm	  ZnTe)	  



Jerry	  Has'ngs	  –	  APS	  –	  April	  23,	  2006	  

EOS	  and	  “Pump-‐Probe”	  

system
	  response	  

0S 2S3S4S 6S7S 5S8S9S1S 'me	  

im
pulse	  

Electro-‐Op'c	  Sampling	  (EOS)	  delivers	  arrival	  'me	  to	  users	  
–  Pump-‐Probe	  experiments	  now	  possible	  at	  XFELs	  

–  Machine	  jiCer	  exploited	  to	  sample	  'me-‐dependent	  phenomena	  

Typical	  'me	  resolved	  experiment	  u'lizes	  intrinsic	  synchroniza'on	  
between	  pump	  excita'on	  and	  probe	  



Displacive	  Excita'on	  

Posi'on	  
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Bi	  structure	  

Dynamics	  of	  high	  amplitude	  coherent	  opDcal	  phonons	  



Sokolowski-‐Tinten	  et	  al.,	  Nature,	  422	  (2003)	  

X-‐rays	  diffrac'on	  –	  direct	  probe	  of	  atomic	  mo'on	  

111	  forbidden	  in	  simple	  cubic	   222	  “perfect”	  in	  simple	  cubic	  



Using	  the	  jiCer	  at	  SPPS	  for	  Random	  Sampling	  

Ultrafast	  Bond	  SoZening	  in	  Bismuth:	  Mapping	  a	  Solid's	  Interatomic	  
PotenDal	  with	  X-‐rays	  D.	  M.	  Fritz	  et	  al.	  Science	  315,	  633	  (2007)	  



N=12463	  

Arrival	  'me	  distribu'on	   Sorted	  normalized	  data	  

1.74	  mJ/cm2	  (absorbed),	  <n>~1%	  	  	  	  	  	  	  f	  =2.5	  THz*	  	  	  	  	  A	  =	  0.92	  pm	  	  	  <Δx>	  =	  5pm	  

Using	  the	  jiCer	  at	  SPPS	  for	  Random	  Sampling	  

Ultrafast	  Bond	  SoZening	  in	  Bismuth:	  Mapping	  a	  Solid's	  Interatomic	  
PotenDal	  with	  X-‐rays	  D.	  M.	  Fritz	  et	  al.	  Science	  315,	  633	  (2007)	  



Free	  Electron	  Lasers:	  What’s	  so	  special?	  



The	  challenge:	  	  	  
Fit	  these	  detectors	  into	  an	  LCLS	  Hutch	  	  





3.5	  Å	  resolu'on	  

Photosystem	  I	  Single	  Nanocrystal	  at	  CXI	  
Nanocrystal	  diffrac'on	  quality	  is	  at	  least	  comparable	  to	  
that	  of	  synchrotron	  data	  
9.3	  keV	  
40	  fs	  
Single	  shot	  

S.	  Boutet	  SLAC	  
FEL	  Needs:	  DOE	  BES	  Neutron	  and	  Photon	  

Detector	  Workshop	  



+	  

-‐	  

simultaneous	  detec,on	  	  
electrons,	  	  ions,	  photons	  
	  Single	  shot	  recording	  

Spectrometer 

Cluster jet 

pnCCD 
imaging 
detector 

L.	  Strüder	  et	  al. Nucl.	  Instr.	  Meth.	  A	  610,	  483	  (2010)	  	  

CAMP	  Chamber	  



LCLS / SLAC 
Christoph Bostedt (PI), John Bozek, et al. 

TU-Berlin 
  Marcus Adolph,  
  Daniela Rupp,  
  Sebastian Schorb,  
  Tais Gorkover,  
  Thomas Möller 

Max-Planck  ASG 
  Sascha Epp,  
  Lutz Foucar,  
  Robert Hartmann,  
                Daniel Rolles,  
                Artem Rudenko, et al., 
                Project leaders: I. Schlichting, L. Strüder, J. Ullrich 

Dynamics in Clusters 



Non-‐linear	  cluster	  ioniza'on	  

Clusters	  as	  „nanolab“:	  
• bulk	  density	  
• no	  energy	  dissipa'on	  
•  intra-‐	  vs.	  interatomic	  effects	  
	  
Driving	  quesDons:	  
• mechanism	  of	  absorp'on	  and	  
ionisa'on	  	  

• are	  non-‐linear	  /	  mul'-‐photo	  
processes	  observed?	  	  

• 'me	  scale	  of	  electron	  emission	  
and	  of	  ion	  mo'on	  

λ=	  	  	  100nm	  (2002)	  	  	  	  	  13	  nm	  (2005)	  	  	  	  	   	  now	  0.7	  nm	  	  	  

Infrared	  
T.	  Ditmire	  et	  al.	  
M.Vrakking	  et	  al.	  
Meiwes-‐Broer	  et	  al.	  

Cluster	  physics	  yields	  insight	  into	  fundamental	  quesDons	  of	  the	  
light	  –	  maher	  interacDon	  

FLASH	   LCLS	  



Many	  vs.	  single	  cluster	  ioniza'on	  

Nanoplasma	  dynamics	  are	  very	  sensiDve	  to	  power	  density:	  
for	  highest	  density	  recombinaDon	  suppressed	  

 ion tof spectra                                 scattering pattern 

Gorkhover	  et	  al.,	  Phys.	  Rev.	  Leh.	  108,	  245005	  (2012).	  

Coincident	  spectroscopy	  and	  imaging	  allows	  
deconvoluDon	  of	  focal	  volume	  and	  size	  
distribuDon	  

FEL	  Needs:	  DOE	  BES	  Neutron	  and	  Photon	  Detector	  Workshop	  



Scatter pattern 
Small angles 

Scatter pattern 
Large angles  Xe++	  Xe+++	  

Xe15+	  

Ion spectra  

Electron Imaging 

Fluorescence  



XUV OR X-RAY 
Emission 
Spectrometer 

X-ray Thomson 
Spectrometers 

Pinhole Framing 
Camera 

VISAR 

Viewing 
camera 

Diode 

Target Stage 

FDI 

Viewing 
camera 

MEC	  Instrument:	  Target	  Chamber	  and	  Diagnos'cs	  



3-D x-ray tomographic 
reconstruction of 
dynamic fracture!

Current	  Experiments	  	  
Recovered-‐sample	  x-‐ray	  scaCering	  

•	  DiffracJon	  	  laKce	  compression	  and	  phase	  change	  
•	  SAXS	  	  sub-‐micron	  defect	  scaQering	  
•	  Diffuse	  	  dislocaJon	  content	  and	  laKce	  disorder	  

Shocked and 
incipiently 

fractured single 
crystal Al slug!

APS!
Beam!

Simulated x-ray 
scattering!

Current	  Status	  	  
Elas'c	  ScaCering	  

•	  MD simulation of FCC Cu taking 400,000 CPU hours!

• X-ray diffraction image using LCLS probe of the (002) 
shows in situ stacking fault information!

0!

0!

Diffuse scattering 
from stacking 
fault!

Peak diffraction 
moves from 0,0 
due to relaxation 
of lattice under 
shock!

Periodic 
features 
=> 
average 
distance 
between 
faults!

Future:	  
Same	  measurements	  during	  shock	  

• LCLS will provide unprecedented fidelity to measure 
dynamics of the microstate with sub-picosecond 
resolution 

LCLS!

SAX,	  WAX	  simultaneously	  



Phase	  contrast	  imaging	  of	  shock	  waves	  

Phase	  Contrast	  Imaging	  of	  shock	  waves:	  	  A.	  Schropp	  et	  al.,	  unpublished	  	  
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Figure 1. Geometry of the setup used for the imaging of shock waves.

2. EXPERIMENTAL SETUP AT THE MEC INSTRUMENT

The MEC instrument at the LCLS is especially optimized to carry out experiments involving high temperatures,
pressures and densities. In Fig. 2 a) a schematic overview of the setup at the MEC instrument is given. As a main
experimental environment the instrument contains a large vacuum chamber with a diameter of 2m providing
enough space to integrate all necessary technical equipment for the alignment of Be-CRLs, sample and numerous
diagnostic tools. The regular setup is extended by a flight-tube flanged to the end of the chamber which is
sealed with a kapton window. The detector is positioned at a distance of approximately 4m from the sample
yielding a magnification factor of about 40 in the phase contrast images (cf. Sec. 4). The MEC vacuum chamber is
positioned at a distance of 395.82m from the source (undulator U33). The source size is specified with s = 60µm
(full-width-at-half-maximum, FWHM) both in horizontal and vertical direction. The only optical component
between source and chamber is a hard X-ray offset mirror system (HOMS) positioned at a distance of 156.07m
from the source. This mirror is implemented as a switchyard to deflect the X-ray beam to the different hard
X-ray endstations at the LCLS. The unseeded FEL beam has a bandwidth of approximately ∆E/E = 0.2%.
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Figure 2. a) MEC vacuum chamber extended by flight tube and detector. b) Optical setup inside the chamber showing

Be-CRLs, pinhole and sample.

Phase contrast images are recorded with a high-resolution X-ray detector. It is based on an indirect detection
scheme imaging a scintillator screen by microscope optics onto a cooled optical CCD (FLI MicroLine ML16803,
4k× 4k pixels, pixel size 9 µm). By switching between three different objectives the magnification of the optical
microscope can be changed between 4×, 10×, or 20×. Operating it at lowest resolution (4×) the detector
performs with an effective pixel size of 2.25 µm. Taking into account both a typical magnification of the X-ray
setup (40×) and the optical microscope (4×) the effective pixel size in a phase contrast image corresponds to



Phase	  contrast	  imaging	  of	  shock	  waves	  	  

Phase	  Contrast	  Imaging	  of	  shock	  waves:	  	  A.	  Schropp	  et	  al.,	  unpublished	  	  
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BINDING OF TWO CLOSED-SHE LL ATOMS ~ ~ ~ 1145

if the limit 8/T- 0 is taken.
Now if & = 8T+6 is to be the energy of the bound

state with 8 vanishingly small, we need [cf. Eq.
(8. 88)]

—8mT
in(48/T)

Therefore the equation for 6 is

(CS)

1im f(8T + 5) = 4/ Uo
5/T 0

1.e. ,

(C8) 2 2m 4
T Tl (48/T) U ' (C10)

4
T ~r 0[4T Go, o(8T+8)] Uo

and we readily obtain the expression connecting
6 with U, in the neighborhood of U0= 2T as

But &/T= —,
' exp[- s/(1 —2T/U, )] (C11)

) 1/2 4T~m
Go 0(8T+ 8) 2K(m)/s (6~r& 0[- —,'ln(48/T)]

This gives the desired threshold behavior of the
binding energy, s/T= 8+8/T.
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Mixing of X-Ray and Optical Photons
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Nonlinear effects involving x-ray and optical photons are described with particular emphasis
on the generation of sum and difference frequencies. Efficiencies for sum and difference fre-
quency generation are calculated and found to be large enough to be observable. The expected
advent of x-ray lasers should enhance the usefulness of such mixing techniques in the mea-
surement of excited-state wave functions. Under favorable circumstances, the mixing tech-
nique may provide a means of efficiently tuning x-ray laser outputs.

INTRODUCTION

Although x-ray lasers are not now available,
there exists the possibility of observing and inves-
tigating nonlinear x-ray effects. %e have recently
observed spontaneous parametric x-ray conversion. '
Freund and Levine pointed out that this appeared
to be a feasible endeavor, and also considered
other nonlinear x-ray effects such as x-ray harmon-
ic generation.

Here nonlinear effects involving optical and x-ray
photons are described with particular emphasis on
generation of sum and difference frequencies. If
an x-ray laser is developed, then such processes
could be used to shift x-ray laser outputs by a
small but precise and significant amount. The sum
and difference frequency generation may be de-
scribed as Bragg scattering from an optically in-
duced microscopic charge distribution. Measure-
ments of the mixing conversion efficiency can yield

X-‐ray/op'cal	  SFG	  experiment:	  
The	  idea	  



TE Glover et al. Nature 488, 603-608 (2012) 

X-‐ray/op'cal	  SFG	  experiment.	  



TE Glover et al. Nature 488, 603-608 (2012) 

Wave	  equa'on	  simula'ons.	  

T=1μm	  
3.7μrad,	  970	  meV	  	  

T=10μm	  
3.7μrad,	  210	  meV	  	  

T=500μm	  
3.7μrad140meV	  	  



The	  Future	  



Options for X-Ray Free Electron Lasers 

Introduction to the Physics of Free Electron Lasers 
Kwang-Je Kim (ANL) and Zhirong Huang (SLAC) 

LCLS USA 
SACLA Japan 
FLASH Germany 
XFEL Germany 
SWISSFEL Switzerland 
PAL FEL Korea 

FERMI Italy 
FLASH-II Germany 
HXRSS LCLS 

Proposal ANL USA 
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J.  Feldhaus , E.L.  Saldin, J.R.  Schneider, E.A.  Schneidmiller, M.V.  Yurkov , “Seeded FEL 
concept possible application of X-ray optical elements for reducing the spectral bandwidth  of  
an X-ray  SASE  FEL” Opt. Comm. 140, 341 (1997) 

chicane 

electron 

1st undulator 2nd  undulator 

SASE FEL 

grating 

Seeded FEL 

grazing 
mirrors 

slit 

electron 
dump 

FEL 

Seeded FEL Concept  



LCLS	  Hard	  X-‐ray	  Self	  Seeding	  Overview	  

!   Great	  idea	  from	  DESY:	  
	  Geloni,	  Kocharyan,	  Saldin,	  DESY	  10-‐133,	  Aug.	  2010	  

!   SLAC	  collabora'on	  with	  ANL/APS	  &	  TISNCM	  (Moscow)	  
!   Remove	  16th	  undulator	  segment	  (of	  33	  total)	  
!   Replace	  with	  4-‐dipole	  chicane	  &	  diamond	  monochromator	  
!   TransmiCed	  (monochroma'c)	  x-‐rays	  seed	  2nd	  half	  of	  FEL	  
!   Generates	  5×10-5	  BW	  (narrowed	  by	  50)	  at	  1.5	  Å	  wavelength	  
!   Switched	  on	  or	  off	  at	  any	  'me	  allowing	  SASE	  mode	  
!   Chicane	  also	  serves	  as	  phase	  shi�er	  (for	  SASE)	  
!   System	  installed	  Jan.	  3-‐6	  and	  commissioned	  Jan.	  7-‐12,	  2012	  



seeded	  

U1-‐U15	  
(60	  m)	  

U17-‐U33	  
(68	  m)	  

gas	  
detector	  

spectrometer	  

e-	  dump	  

2.5	  mm	  

e-	  →	  

diamond	  

14	  GeV	   1	  GW	  

x-‐ray	  

5	  MW	   5-‐20	  GW	  

Geloni,	  Kocharyan,	  
Saldin	  (DESY	  10-‐133)	  

Notched	  FEL	  
x-‐ray	  
spectrum	  
aZer	  
diamond	  
crystal	  

X-‐ray	  power	  dist.	  
aZer	  diamond	  
crystal	  

MonochromaDc	  
seed	  power	  

Wide-‐band	  
power	  

20	  fs	  

5	  MW	  

Use	  10-‐fs	  bunch	  
(low	  charge)	  to	  
self-‐seed	  1.5	  Å	  
(20-‐40	  pC)	  

Self-‐Seeding	  Scheme	  @	  LCLS	  	  

SASE	  

chicane,	  U16	  
(4	  m)	  

Bragg	  reflected	  x-‐rays	  

10-5	  



Seeding due to forward Bragg diffraction 

Reflected 

Transmitted 

C (400) 

R.	  Lindberg,	  Y.	  Shvyd’ko,	  
PRSTAB	  2012	  

Reflected 

Transmitted 

Seed Time dependence 



New	  Hardware	  at	  U16	  

J.	  Amann	  (SLAC)	  
D.	  Shu	  (ANL),	  
E.	  Trakhtenberg	  (ANL),	  
D.	  Walz	  (SLAC)	  

crystal	  
chamber	  

Bragg	  
screen	  
&	  

camera	  

Exis'ng	  sliders:	  	  
Ra�	  moves	  
chicane	  IN	  or	  
OUT	  (0-‐8	  cm)	  

new	  dipole	  
magnets	  

U16	  undulator	  girder	  

e-	  



The	  Diamond	  Crystal	  and	  PosiDoning	  System	  

Deming	  Shu	  (ANL)	  
!  X-‐pos	  control	  
!  Y-‐pos	  control	  
!  Pitch	  angle	  ctrl	  
!  Yaw	  angle	  ctrl	  
!   In-‐vac.	  stages	  

diamond	   110-‐µm	  
thick	  
diamond	  



Diamond	  &	  Holder	  Seen	  Through	  Beam	  Pipe	  

Diamond	  
(4	  mm	  ×	  2.5	  mm)	  

Graphite	  holder	  

X-‐rays	  
e-	


Crystal	  is	  high	  quality	  
110-‐µm	  thick	  type-‐IIa	  
diamond	  crystal	  plate	  
with	  (004)	  labce	  
orienta'on.	  
	  
Grown	  from	  high-‐purity	  
(99.9995%)	  graphite	  at	  
the	  Technological	  
InsJtute	  for	  Super-‐hard	  
and	  Novel	  Carbon	  
Materials	  (TISNCM,	  
Troitsk,	  Russia)	  using	  the	  
temperature	  gradient	  
method	  under	  high-‐
pressure	  (5	  GPa)	  and	  
high-‐temperature	  
(~1750	  K)	  condi'ons.	  



LCLS	  Undulator	  (33	  4-‐m	  segments,	  132	  m	  long)	  

Remove	  undulator	  
#16	  (of	  33)	  and	  

mount	  chicane	  and	  
monochromator	  

132-‐m	  undulator	  



Chicane	  and	  Monochromator	  at	  Undulator	  #16	  (of	  33)	  

e-	  

Bragg	  screen	  
diagnos'c	  camera	  Chicane	  bend	  

magnets	  

Sliding	  
chicane	  ra�	  

Diamond	  
vessel	  

System	  installed	  by	  Jan.	  6,	  2012	  



Hard	  X-‐ray	  Spectrometer	  
Single-‐shot	  and	  Transmissive	  	  



Hard	  X-‐ray	  Spectrometer	  
Single-‐shot	  and	  Transmissive	  	  

D.	  Zhu,	  M.	  Cammarata,	  J.	  Feldkamp,	  D.	  Fritz,	  J.	  Has'ngs,	  S.	  Lee,	  
H.	  Lemke,	  A.	  Robert,	  J.	  Turner,	  and	  Y	  Feng∗	  

Single	  shot	  SASE	  spectrum	   Spike	  width	  ≈	  0.2	  eV	  
(0.002%)	  



SASE	  spectral	  fluctua'ons	  

D.	  Zhu	  et	  al.,	  App.	  Phys.	  LeC.	  101,	  034103	  (2012)	  



8.3	  keV	  

20	  eV	  

SASE	  spectrum	  (diamond	  OUT)	  

Factor	  of	  40-‐50	  BW	  reducDon	  

diamond	  IN	  

A	  well	  seeded	  
pulse	  (not	  
typical)	  

SASE	  

seeded	  

SASE	  

Seeded	  

0.45	  eV	  
(5×10-5)	  

insert	  
diamond	  
&	  turn	  
on	  

chicane	  

0.45	  eV	  

chicane	  OFF	  	  

chicane	  ON	  

Single-‐Shot	  
Spectra	  

Before	  and	  
AZer	  SS	  
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Chicane	  Also	  Used	  as	  Phase	  ShiZer	  

Reduced	  
power	  with	  
chicane	  off	  
(degaussed	  
magnets)	  

1.5	  Å	  

Properly	  phased	  
with	  bend	  trim	  coils	  

SASE	  
mode	  
(250	  pC)	  

Chicane e- delay (Angstroms) 

FEL	  
Bunching	  

Crystal	  OUT	  



Measured	  	  x-‐ray	  
“wake”	  pulse	  

Chicane	  Delay	  Scan	  Shows	  
X-‐Ray	  Wake	  Pulse	  (40	  pC)	  

Power	  dist.	  aZer	  
diamond	  crystal	  

MonochromaDc	  
seed	  power	  

Wide-‐band	  
power	  

5	  MW	  

20	  fs	  

Geloni,	  Kocharyan,	  
Saldin	  (DESY	  10-‐133)	  

20-‐fs	  delay,	  as	  
expected	  



Seeded	  Power	  &	  SASE	  Power	  (40	  pC,	  well	  tuned,	  U1	  OUT)	  

Crystal	  inserted	  here	  (1.5-‐mm	  posi'on	  change)	  
[chicane	  is	  always	  ON	  in	  this	  plot]	  

25	  µJ	  mean	  SASE	  background	  

80	  µJ	  mean	  seeded	  FEL	  

SASE	   Seeded	  

FE
L	  
Pu

ls
e	  
En

er
gy
	  (m

J)
	  

Pulse	  energy	  
spikes	  up	  to	  
350	  µJ,	  but	  
jiCer	  is	  >50%	  

2	  mm	  

4	  mm	  

Crystal	  OUT,	  chicane	  ON	   Crystal	  IN	  
Dme	  



Diagnos,c:	  	  Cross-‐correlaDon	  of	  e-	  and	  x-‐ray	  pulses	  

HXRSS	  chicane	  

1st	  undulator	   2nd	  undulator	  

FEL	  signal	  

15	  fs	  separaDon	   23	  fs	  separaDon	  

15	  fs	  

e-	

x-‐ray	  

23	  fs	  

Chicane	  delay	  (fs)	   Chicane	  delay	  (fs)	  

crystal	  out	  

measured	  rms	  pulse	  duraDon	  is	  <4	  fs	  Y.	  Ding	  

3-‐µm	  Foil	  in	  BC2	  

t ~ x 



So�	  X-‐ray	  Self	  Seeding	  

•  Toroidal	  variable-‐line-‐spacing	  gra'ng	  G	  
– Tangen'al	  radius	  of	  curvature	  Rt	  
– SagiCal	  radius	  of	  curvature	  Rs	  

•  Plane	  post-‐mirror	  M1	  
•  Slit	  
•  Cylindrical	  focusing	  mirror	  M2	  
•  Plane	  mirror	  M3	  for	  steering	  

71	  

Slit	  
(fixed)	  

GraDng	  
(toroidal	  
VLS)	  

Δt	  =	  663	  fs	  

3.85	  mm	  

M1	  
(rota'ng	  

planar	  mirror)	  

M2	  
(tangen'al	  
cylindrical	  mirror)	  

B2	   B3	  

B1°	   B4	  

M3	  
(	  plane	  
mirror)	  

18	  mm	  0.55	  m	  

beam	  
direc'on	  



Summary	  
!   Accelerator	  based	  x-‐ray	  sources	  are	  important	  tools	  for	  

chemistry,	  materials	  science,	  structural	  biology	  and	  many	  
other	  fields	  

!   Development	  of	  new	  methods	  and	  instruments	  have	  been	  
crucial	  in	  the	  development	  

!   New	  accelerator	  based	  sources:	  the	  X-‐ray	  Free	  Electron	  
Lasers,	  LCLS,	  SACLA	  and	  those	  to	  come,	  offer	  opportuni'es	  for	  
future	  development	  of	  methods	  and	  instruments	  

!   FELs	  are	  require	  a	  unique	  interplay	  between	  source	  and	  
experiment	  	  

!   The	  future	  is	  bright	  	  

THANKS!	  
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